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EXECUTIVE  SUMMARY  

The overall goal of this research was to contribute to development of a new geosensing tool that 

allows engineers and geologists to identify and quantify geological features and loose ground 

that may adversely affect the safety and production of an underground mine in areas that are 

inaccessible to mine personnel. Due to their ability to access unsupported areas and locations 

with uneven ground while simultaneously collecting imagery for creating photogrammetric point 

clouds, unmanned aerial vehicles (UAVs) offer an opportunity for mine personnel to view and 

better understand the geologic structures in areas that are otherwise inaccessible. A 

georeferenced, photogrammetry-based point cloud of these unsupported openings allows 

geological structures to be identified and measured. Having a more detailed and thorough 

understanding of these areas allows for geotechnical analyses and risk assessments to be 

completed more accurately, thoroughly, efficiently, and safely. UAVs also have the potential to 

significantly improve the ability to create high quality 3D models and maps of accessible areas, 

as well, allowing expeditious collection of imagery data which can then be manipulated in the 

safety of the office. UAVs have the potential to allow high quality geologic mapping and basic 

geotechnical characterization of large, unsupported underground openings if the challenges 

associated with flight control, lighting, and image georeferencing can be overcome. 

The original focus of the research described in this report was to assess and quantify 1) the 

ability of UAV-based systems developed using modestly priced off-the-shelf components to a) 

survive flights within an unsupported underground opening, b) capture high-quality 

georeferenced imagery that is sufficiently lit and georeferenced, c) collect forward looking 

infrared (FLIR) thermal imagery that can be georeferenced, and 2) the ability of available 

software packages to generate photogrammetric models from the imagery and FLIR data which 

allow accurate definition of the geometry of the underground opening and the geological features 

that control its stability. The study was focused on underground hardrock mining so 

permissibility was not a concern. Issues encountered during the project created challenges but 

also opportunities to expand the research to investigate the performance of more sophisticated 

(and expensive) UAV-based systems involving LiDAR and SLAM, and multispectral imagery. 

The basic off-the-shelf system assembled to fly on the DJI M100 platform is evaluated to have a 

NASA Technology Readiness Level (TRL) of 5 (full scale prototype in intended environment). 

The TRLs of the more expensive, sophisticated systems range from 5 to 9 (full commercial 

application). The Hovermap system by Emesent, Ranger by Inkonova, and Elios by Flyability 

are reasonably rugged and able to navigate beyond line-of-sight. A significant contribution 

associated with this project is development of a set of trials that are used to evaluate the 

performance of the systems in a variety of situations. 

3D models were successfully produced from visual (RGB), thermal, and multispectral imagery 

collected with the UAV systems, using four different commercially available photogrammetry 

software packages. Although the models created by the different packages vary somewhat in 

quality, the quality can be increased by adjusting parameters within the software to create higher 

resolution models (which are associated with larger files that are more difficult to manipulate). 

Construction of models using thermal and multispectral imagery requires special attention. 

Continued development of a low-cost, reasonably robust system is worthwhile to pursue due to 

the inherent risk associated with the underground mining environment (and likelihood that the 

equipment will be lost), and the continual improvement in available technology. The ultimate 

goal is to provide a safe working environment and minimize personnel underground.  
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1.0 CONCEPT FORMULATION AND MISSION STATEMENT  

The overall goal of this research was to contribute to development of a new geosensing tool that 

allows engineers and geologists to identify and quantify geological features and loose ground 

that may adversely affect the safety and production of an underground mine in areas that are 

inaccessible to mine personnel. Adverse geological structures and loose ground within 

unsupported openings (stopes, raises, drifts, etc.) are the source of ground falls that can endanger 

miners, underground workers, and equipment. Overbreak along geological features can also 

cause the dilution of ore as well as the deterioration of supporting rock masses (backs, ribs, 

pillars, crown pillars, etc.). While overbreak can be directly caused by mining and blasting 

techniques, structural failures along geologic features can also contribute to the problem. Large 

ground falls can also be the source of air blasts, or high-pressure blasts of air caused by the 

displacement of the air by falling rock, that can endanger mine personnel and damage utilities. 

The traditional process for performing stability analysis of an inaccessible underground opening 

involves combining rough design drawings of the opening with structural data obtained through 

hand-mapping of nearby accessible areas and projected to the inaccessible location. Significant 

improvements in acquiring better geometry data have been achieved with the development of 

stationary cavity monitoring survey (CMS) laser-based scanners. The CMS scanner, often 

deployed from a boom into an unsupported excavation (stope, raise, etc.), provides a point cloud 

delineating the excavation geometry that may be used to create a 3D model, and some scanners 

are now able to capture visual red/green/blue (RGB) data for enhanced analysis. The drawbacks 

of the CMS systems include: 1) the process is time-consuming, particularly for unsupported 

excavations with curves or laterally extensive openings that require several individual scans, 2) 

the scans are frequently incomplete because the scanner can only be positioned within line-of-

sight of the opening, leaving holes in any areas that are hidden around corners or by protruding 

rock, and 3) the CMS scanner is at high risk of damage due to rock fall because it must remain 

stationary for several minutes during the scan. 

Although some scanners are now able to capture limited RGB data for enhanced structural 

analysis, 3D photogrammetric models created from RGB imagery have significant advantages, 

allowing easier identification and quantification of critical features ranging from undilated 

structures to mineralization. Above-ground studies have shown that with the use of 

georeferenced ground control points, the accuracy of photogrammetric models can be equivalent 

or superior to the accuracy of laser-based LiDAR models. Use of photogrammetry at 

underground sites has been hampered by the darkness, dust, humidity, and space constraints 

inherent in the underground environment. 

Due to their ability to access unsupported areas and locations with uneven ground while 

simultaneously collecting imagery for creating photogrammetric point clouds, unmanned aerial 

vehicles (UAVs) offer an opportunity for mine personnel to view and better understand the 

geologic structures in areas that are otherwise inaccessible. A georeferenced, photogrammetry-

based point cloud of these unsupported openings allows geological structures to be identified and 

measured. Having a more detailed and thorough understanding of these areas allows for 

geotechnical analyses and risk assessments to be completed more accurately, thoroughly, 

efficiently, and safely. UAVs also have the potential to significantly improve the ability to create 

high quality 3D models and maps of accessible areas, as well, allowing expeditious collection of 

imagery data which can then be manipulated in the safety of the office. 
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The primary challenges of using UAVs to collect imagery in the underground environment 

include the ability to navigate safely in a GPS-denied hazardous environment, and to provide 

adequate lighting to allow collection of high-quality RGB imagery along with a mechanism for 

associating specific coordinates with objects in the imagery (georeferencing). Although recent 

technology developments have provided the basic components that would be needed, in a 

package light enough to be carried by a UAV, no systems specifically focused on capturing 

photogrammetric data in an underground environment are currently commercially available. 

The goal of this research project was to fill that technology gap, achieved through design and 

assembly of UAV-based imagery acquisition systems using off-the-shelf components, 

comprehensive testing of the performance of the systems, and use of the imagery to generate 

point clouds and 3D models using available software packages. The specific objective of this 

research was to test the ability of UAVs for acquiring digital photographs and thermal imagery to 

collect geological data from an underground opening that is unsafe for people to enter, thereby 

demonstrating the viability of a new geosensing tool. UAVs have the potential to allow high 

quality geologic mapping and basic geotechnical characterization of large, unsupported 

underground openings if the challenges associated with flight control, lighting, and image 

georeferencing can be overcome.  

The original focus of the research described in this report was to assess and quantify: 

¶ (Project Component 1) the ability of UAV-based systems developed using modestly 

priced off-the-shelf components to a) survive flights within an unsupported underground 

opening, b) capture high-quality georeferenced imagery that is sufficiently lit and 

georeferenced, c) collect forward looking infrared (FLIR) thermal imagery that can be 

georeferenced, and 

¶ (Project Component 2) the ability of available software packages to generate 

photogrammetric models from the imagery and FLIR data which allow accurate 

definition of the geometry of the underground opening and the geological features that 

control its stability. 

Several issues encountered during the project created challenges but also opportunities to expand 

the research to include two additional components: 

¶ (Project Component 1B) The ñGuidanceò system designed to allow for object detection 

and collision avoidance for the primary UAV platform selected for use in this project, the 

DJI Matrice 100 (M100), was difficult to use and did not perform as expected. The 

suggestion to evaluate more sophisticated (and expensive) UAV-based systems involving 

LiDAR and SLAM (simultaneous localization and mapping) led to a supplement and 

schedule extension to allow this component to be added to the project. Since the cost of 

these systems exceeded the maximum budget allowed, the strategy involved arranging for 

multiple vendors to demonstrate their systems underground at a nearby mine site and 

provide imagery datasets that were used to quantitatively evaluate and compare the 

performance of the systems. 

¶ (Project Component 2B) Generating 3D models from the thermal imagery was more 

difficult than anticipated, so the project was expanded to include multispectral imagery. 

The thermal and multispectral equipment, imagery, and models are all described in the 

section describing Project Component 2B. 
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The project involved a partnership with Barrickôs Golden Sunlight Mine (GSM) near Whitehall, 

Montana, facilitated by Barrick Geotechnical Engineer and Montana Tech masterôs candidate 

Ryan Turner. Mr. Turner also contributed to the proposal that was submitted to the Alpha 

Foundation. The partnership provided a win-win situation, with Montana Tech benefitting from 

access to an ideal underground field site located near campus, and GSM benefitting from the data 

acquired during the course of the research. 

The project was initiated in summer, 2017, and spanned 18 months. The first 6-month period was 

dedicated to selection of equipment, design and assembly of the initial systems, review of 

available software, acquisition of equipment operation and flight skills, mine safety training, etc. 

The second 6-month period was focused on acquisition of imagery in accessible and inaccessible 

underground sites, and use of the imagery to generate 3D models. The final 6-month period was 

largely dedicated to evaluation of the systems incorporating enhanced navigation, in terms of 

their performance and the quality of the models produced from the imagery. The thermal 

imagery research extended throughout the entire project duration. 

This report is organized by project component, with the proof-of-concept technology 

components and evaluation discussed for each of the following components: 1) Basic UAV 

Systems and Imagery Acquisition, 1B) Systems for Enhanced Navigation, 2) Photogrammetric 

Modeling, and 2B) Thermal and Multispectral Modeling. Since this project involved assembly 

and evaluation of a system built from components that were already available, the research 

went beyond proof-of-concept to include investigation of the performance of the working 

prototype systems in field studies. The technology readiness assessment of each component, 

evaluated in terms of what is needed for adoption by the mining industry, is summarized in a 

separate section. Accompanying files contain 3D pdfs of the models and one flight video. 

Preliminary results were summarized in two interim reports, submitted on 31 December 2017 

and 30 June 2018. Additional details are available in the following papers and masterôs thesis: 

Becker, R.E., L.J. Galayda, and M.M. MacLaughlin (2018). Digital Photogrammetry 

Software Comparison for Rock Mass Characterization, Proceedings of the 52
nd

 U.S. Rock 

Mechanics Symposium, Seattle, WA, Paper 18-1211 (7 pp). 

Russell, E.A. (2018). UAV-based Geotechnical Modeling and Mapping of an Inaccessible 

Underground Site, Montana Tech masterôs thesis (95 pp), available via Montana Techôs 

Digital Commons https://digitalcommons.mtech.edu/grad_rsch/. 

Russell, E.A., M.M. MacLaughlin, and R.M. Turner (2018). UAV-based Geotechnical 

Modeling and Mapping of an Inaccessible Underground Site, Proceedings of the 52
nd

 

U.S. Rock Mechanics Symposium, Seattle, WA, Paper 18-516 (9 pp). 

Turner, R.M., N.P. Bhagwat, L.J. Galayda, C.S. Knoll, E.A. Russell, and M.M. MacLaughlin 

(2018). Geotechnical Characterization of Underground Mine Excavations from UAV-

Captured Photogrammetric & Thermal Imagery, Proceedings of the 52
nd

 U.S. Rock 

Mechanics Symposium, Seattle, WA, Paper 18-508 (11 pp). 

The most recent results will be presented to the mining community at the 2019 Annual Meeting 

of the Society of Mining Engineers, to be held in Denver, Colorado, in February. The titles of the 

presentations are: 

Comparison of UAV Systems Equipped with LiDAR and Photogrammetry for Geotechnical 

Investigation in Underground Mining Environments (to be presented by R. Becker) 

Identifying Loose Ground and Unfavorable Structures in Underground Workings Using 

Thermal and Multispectral Imagery (to be presented by R. Turner)  
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2.0 PROJECT COMPONENT #1: Basic UAV Systems and Imagery Acquisition 

As mentioned in the previous section, the primary challenges of using UAVs to collect imagery 

in the underground environment are the ability to navigate safely in a GPS-denied hazardous 

environment, and to provide adequate lighting to allow collection of high-quality RGB imagery 

along with a mechanism for associating specific coordinates with objects in the imagery 

(georeferencing). Several companies have developed UAVs for flying in confined spaces, 

including underground environments. Flyabilityôs Elios UAV (Flyability, 2018) is enclosed 

within a rotating cage that absorbs and transfers energy during a collision, allowing the UAV to 

stay upright after contacting an object; unfortunately, the cage interferes with its usefulness for 

photogrammetry because of its presence in the imagery. Inkonovaôs TILT Ranger UAV 

(Inkonova, 2018) is a custom drone platform dedicated to underground mine mapping with a 

LiDAR, but cannot be considered an ñoff the shelfò UAV-based photogrammetry system. 

With no modestly priced UAV systems commercially available at the current time, the goal of 

this research project was to design and assemble one or more UAV-based imagery acquisition 

systems using off-the-shelf components, conduct comprehensive tests to evaluate the 

performance of the systems, and to demonstrate that the imagery can be used to generate point 

clouds and 3D models using available software packages. The first component of this project 

involved the design and assembly of the systems and evaluation of their performance. 

Specifically, the focus of Project Component #1 was to assess and quantify the ability of UAV-

based systems developed using modestly priced off-the-shelf components to 

a) survive flights within an unsupported underground opening, and 

b) capture high-quality georeferenced imagery that is sufficiently lit and georeferenced. 

The use of off-the-shelf components allowed this project to continue beyond proof-of-concept 

and include field testing of the prototype equipment. 

2.1 PC-1 Proof-of-Concept (Prototype) Technology Components 

In general, UAV systems consist of the main UAV platform, a flight controller, a battery, and, if 

desired, an imaging device (camera). A remote controller is commonly used with the system to 

communicate with its respective flight controller on board the UAV, allowing it to be operated 

manually. For this underground research, an on-board lighting system was required and an on-

board obstacle detection system was used. 

After evaluating a number of potential UAV platforms, the DJI Matrice 100 (M100) was chosen 

to be the primary platform for this study because of its affordability, size, payload capacity, 

sensing system compatibility, and customization capabilities. Appendix A contains detailed list 

of specific components described in the following paragraphs, showing cost and mass of each.  

The M100 (Figure 1) measures about 650 mm (25.6 in.) diagonally across the top of the frame 

(DJI, 2019). It is available as a kit that must be assembled by connecting the parts, although 

soldering is not required. The kit contains all of the necessary parts: the carbon fiber body and 

arms, legs, flight controller with an internal measurement unit (IMU), a propulsion system, a 

battery and battery compartment, propellers, a global positioning system (GPS) for enhanced 

outdoor navigation, plus a separate remote controller. Other smaller parts like the camera gimbal 

mount and an expansion bay are also included in the M100 kit, but are not necessary for the 

UAV to function. (Note that some of the citations below refer to the DJI Inspire documentation 

because the DJI M100 and Inspire 1 UAVs have some identical components and accessories.) 
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According to DJI, the M100ôs propulsion system 

has a capacity of 3600 grams, allowing it to lift the 

mass of the basic unit (1755 g) and single battery 

(600 g), with an excess payload capacity of 

approximately 1245 g. (The GPS unit was attached 

even for GPS-denied flights.) Off-the-shelf 

customizations available for the M100 include 

propeller guards, a second battery, the DJI 

ñGuidanceò system for obstacle detection and 

avoidance, and several digital cameras. The system 

is designed so that other non-DJI items can be 

mounted to the UAV as well, although the M100 

N1 flight controller is designed to only 

Figure 1. Photo of the M100. communicate with DJI products. 

The real-time data feed is sent through a 2.4 GHz connection between the UAV and the remote 

controller. The DJI GO application (app) is necessary for capturing photos or video during 

operation of the aircraft when a camera is connected. In addition, an iPad (or other mobile 

device) was connected to each remote controller, so that the live camera point-of view could be 

viewed by the operator via the DJI GO app. The imagery is reduced to a size that can be quickly 

transferred to the remote controller and is saved onto the mobile device; the primary devices 

used for this research included an iPad Air 2 and an iPad Mini 4 

The imaging device used for this research was a DJI Zenmuse X3 digital camera, which has the 

capabilities of recording video or taking still photographs, both with adjustable settings. The 

Zenmuse X3, X5 and Z3 from DJI are compatible with the M100, but the Zenmuse X3 was 

found to have a sufficient sensor size (1/2.3ò CMOS, which is 6.17 mm x 4.55 mm), a larger 

FOV (field of view) and is the least expensive (list price $459, vs. $1659 for the X5 and $899 for 

the z3). It has a fixed lens at 3.6 mm (35 mm format equivalent of 20 mm), and an f-stop of 2.8 

at a focal length of infinity. The camera is connected to a 3-axis gimbal that allows for the 

camera to be tilted up to 120-degrees and rotated 360-degrees (DJI, 2017). A micro-SD card 

inserted into the camera is used to store the full-sized formatted imagery data and other flight 

details, while a live feed from the camera is shown in the DJI Go app at 720p (DJI, 2016a). 

Additionally, when the M100 was chosen, it was one of the only customizable UAVs that had an 

off-the-shelf sensor system package that could be added onto the platform for obstacle sensing 

and avoidance, allowing the M100 to fly indoors and in GPS-denied areas. The M100 utilizes the 

DJI ñGuidanceò obstacle sensing system, which works in tandem with the built-in flight 

controller to aid in the avoidance of obstacles detected at a user-defined distance. Stereo cameras 

(referred to as the visual positioning system, or VPS) mounted to point ahead, behind, on both 

sides, and below the UAV are used in conjunction with ultrasonic sensors to detect obstacles 

(DJI, 2015). One drawback of this system in terms of its use underground is the lack of obstacle 

detection above the UAV which is not needed for traditional above-ground scenarios. Blind spots 

also exist around the legs of the UAV, because of the cameraôs 60-degree horizontal and 56-

degree vertical field-of-view (FOV), as shown in Figure 2.  
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Figure 2. DJI Guidance system 

cameras FOV (DJI, 2015). Top view 

(left) showing horizontal blind spots 

and side view (right) showing 

vertical blind spots. 

 

 

With the ñGuidanceò documentation stating that obstacles may be detected with lux (measured in 

lumen/m
2
) values ranging from 10 to 10,000, it was anticipated that the lighting requirements 

would be dictated by the imagery.  Three light-weight LED lighting systems were investigated: 

¶ LumeCubes (https://lumecube.com/) ï self-contained 

¶ FireHouse Technology LEDs (https://www.firehousetechnology.com/) ï self-contained 

¶ Stratus LEDs Arm modules (https://www.stratusleds.com/) ï consist of a 100 Watt 

13,000 lumen 5600K CRI LED emitter, a heat sink, an LED driver, and a LiPO battery 

Table 1 summarizes the advertised details of these lighting systems, two of which are shown in 

Figure 3. The systems were evaluated in terms of mass (LEDs + battery), lumens, beam width, 

and mounting options. Interestingly, it was determined through trial and error during the 

experiments (described in the following section) that the ñGuidanceò systemôs lower limit of 10 

lux was not accurate and that significantly higher lux was required for obstacle detection. 

Consequently, the lighting required for the ñGuidanceò system, rather than the imagery, was the 

controlling factor in the design of the lighting system. 

Table 1. Comparison of different LED lights used. 

Lighting System Mass per light (g) Lumen output per light Beam Width (degrees) Cost 

Lume Cubes 99 1500 60 $149.99 (pair) 

Fire House Technology 71 1600 100 $49.99 (each) 

Stratus LEDS 135 13,000 60-160 $199 (pair) 

  

Figure 3. Two of the lighting systems used for this project. Left: Firehouse lights on the M100. Right: Stratus Arm 

LED module.  

https://lumecube.com/collections/drone-products/products/lume-cube-dual-pack-black
https://www.firehousetechnology.com/store/p42/Light_Cube_Spotlight_Headlight_Kit_for_DJI_Inspire_1_2_Matrice_100_200_%28Listing_for_1_Light%29.html
https://www.stratusleds.com/arm-led
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2.2 PC-1 Proof-of-Concept (Prototype) Evaluation 

Over the course of approximately six months during the 2017-18 academic year, experiments 

were conducted to evaluate the LED lighting systems and to investigate the M100ôs available 

flight modes, establish its limits in terms of payload and wireless connection to the remote 

controller, and determine the capabilities of the DJI ñGuidanceò system. These experiments were 

conducted indoors on campus and underground at Barrickôs Golden Sunlight Mine (GSM). 

Additional experiments were conducted at GSM during spring and summer 2018 to establish the 

ability of the system to survive flights in inaccessible underground locations and to provide 

adequately lit, georeferenced imagery. Although indoor and underground airspace is not 

regulated by the FAA and FAA Part 107 (drone pilot) certification was technically not required, 

several project participants (2 graduate students and 1 undergraduate) did acquire FAA Part 107 

certification to allow flights out-of-doors when necessary.  

2.2.1 Experiments to investigate lighting, payload, Guidance system, etc. 

Initial tests of the flight capabilities of the DJI M100 and the proximity sensing capabilities of 

the DJI Guidance were conducted at the Montana Tech campus. To simulate the underground 

mining environment, indoor facilities that had low-light conditions, high magnetic interference, 

and no GPS coverage were selected for test flights. Maintenance bays and racquetball courts, 

being very tall but not relatively wide, make ideal analogs for stopes; other flights were 

conducted in secured hallways and in the gymnasium (Figure 4).  

 

 

Figure 4. Top: Test of the Guidance systemós ability to detect obstacles in a maintenance bay. Middle: Test of the 

M100ôs on-board lighting and camera systems in a racquetball court. Bottom: Initial test of the M100ôs performance 

in the gymnasium (a GPS-denied environment). 
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Among the early lessons learned during the dozens of initial flights on campus were the 

importance of proper positioning of UAV components, of IMU and compass calibrations, and of 

applying all firmware and software updates in order. It was also learned that the performance of 

iPad mobile devices was superior to that of smartphones. Learning to fly the M100 in a GPS-

denied environment was reasonably straight-forward. The M100 can be flown in three different 

flight modes: P-mode (positioning); A-mode (attitude); and K-mode (function). P-mode utilizes 

both GPS (when available) and the Guidance system to allow the M100 to hover stably and 

detect obstacles. A-mode is a free-flight mode that only accepts inputs from the pilot, and it 

disregards any on-board instruments. K-mode only uses on-board instruments, such as the 

Guidance. Of the modes tested, P-mode allowed the M100 to be more stable and fly without 

drifting, proving it to be the best choice for use with the Guidance system (DJI, 2016a). 

The most critical challenge encountered during this research project was learning how to 

configure and use the DJI ñGuidanceò system properly. The role of the ñGuidanceò system is to 

detect obstacles and prevent the UAV from flying within a specified distance of the obstacles. 

The documentation provided for the Guidance system is sparse and trial and error are required to 

achieve proper configuration. Individual sensors on the system are calibrated using a computer 

monitor and the DJI Guidance Assistant software (DJI, 2015). It was found that if the computer 

monitor was too small or the resolution was too low, the calibration would fail. When not 

configured correctly, the Guidance system failed to detect obstacles, allowing the M100 to 

contact the obstacles and potentially crash. According to the available documentation, the 

Guidance can be mounted above or below the main platform of the M100, but in tests conducted 

for this project, it only functioned properly when positioned below. The suspected reason for this 

is that when the Guidance sensors are positioned on top of the aircraft, the movement of the 

propellers (which are also positioned above the main platform) interferes with the operation of 

the sensors. Additionally, two undocumented features of the Guidance were determined during 

the experimentation: 1) The distance to obstacles was displayed in the DJI Go app as described 

in the documentation only when an advanced flight battery (TB48D) is used; when a standard 

flight battery (TB47D) was used, the Guidance functioned as intended but did not interact with 

the DJI Go app as described. 2) Even though the imaging camera did not have any contribution 

to the Guidance system, the Guidance only worked properly when the Zenmuse X3 camera was 

attached to the M100 and did not work at all when the camera was not attached. 

The M100 was required to have on-board lighting to support the use of both the digital camera 

used for capturing imagery and the DJI Guidance proximity sensing system. It was necessary 

that the on-board lighting provided sufficient illumination for photogrammetry, but not so much 

that photos were overexposed. The lighting system also had to provide at least 10 lux for the 

Guidance visual positioning system (VPS) to detect obstacles underground. LED lighting 

systems from Lume Cube, Fire House Technology, and Stratus LEDs were tested underground in 

the 895-102 drift at the Barrick Golden Sunlight Mine with no other light sources present. Using 

a Dr. Meter LX1330B light meter, the lux provided by each lighting system was measured at 

varying distances from the face of an underground drift. A Leica laser distance measuring device 

was used to record the distance between the lights and the light meter positioned at the rock face. 

The Lume Cubes and Fire House Technology lights were measured at the highest brightness 

settings and two at a time to simulate use on the M100. A single Stratus LEDs light was tested 

with and without its parabolic reflector. The results of the lighting experiment are displayed in 

Table 2 and Figure 5. 



Table 2. Measured lux of each lighting system at 

various distances underground using a Dr. Meter 

LX1330B light meter.  

Distance 

at which 

lux was 

measured 

[m (ft)]  

Lighting System (number of lights) and 

Measured Lux 

Lume 

Cubes 

(2) 

Fire 

House 

Tech. 

(2) 

Stratus 

LEDs w/ 

reflector 

(1) 

Stratus 

LEDs w/o 

reflector 

(1) 

3 m (10 

ft) 
105 16 4500 550 

7.5 m (25 

ft) 
18 3 1250 75 

15 m (50 

ft) 
4 0.1 300 17 

30 m 

(100 ft) 
1 0.1 75 4 

 

Figure 5. Comparison of the values of lux 

(lumens/m²) versus distance (m) for each lighting 

system. 

Each of the light systems was tested on board the M100 to determine if the illumination was 

sufficient for capturing RGB (red, green, blue) imagery and for the Guidance VPS. Payload 

constraints limited the lighting to two directions: forward (for the benefit of capturing RGB 

imagery) and downward (for the downward-pointing Guidance VPS system sensor). It was found 

that the Guidance would not function at less than 105 lux when 3 m (10 ft) away from the rock 

face. The illumination allowed adequate imagery with the X3 camera. 

For frontward illumination, the Lume Cubes and Fire House Technology LEDs were found to 

have both limited ranges and narrow beam widths when compared to a Stratus LEDs light with 

the parabolic reflector, as observable in Table 3. In the downward direction, the only system that 

could illuminate the ground surface sufficiently for the Guidance VPS to work was the Stratus 

LEDs lighting system used with a parabolic reflector. The parabolic reflector concentrates the 

beam angle of the light at 60-degrees, versus 170-degrees without the reflector; the smaller beam 

angle allows the light to be projected over a greater distance, creating a higher lux. When the 

parabolic reflector was removed, the M100 was able to use the Guidance VPS for positioning, 

but was limited to a flight ceiling of 6.7 m (22 ft) before the aircraft became unstable. Weight 

was a limiting factor with all the lighting systems, and the final design involved using a single 6S 

3000mAh 25C LIPO battery (weight of 380 g) providing 10 minutes of lighting using the two 

Stratus LEDs lights and one parabolic reflector. This system provided a) forward illumination of 

550 lux at a distance of 3 m (10 ft) from the rock surface and 105 lux at a distance of 

approximately 6.5 m (21 ft), allowing the forward VPS to operate at a distance of 6.5 m (21 ft) 

from the rock face with plenty of illumination for the imagery, and b) adequate illumination for 

the downward-pointing VPS to operate at a distance of 15 m (50 ft). 

In order for the parabolic reflector to face downward from the arm of the UAV, longer legs were 

necessary, slightly increasing the mass of the unit. Longer legs can be purchased through DJI 

with a Zenmuse X5 Gimbal Mounting Kit but are not sold separately. As an alternative, custom 

carbon fiber legs were designed and constructed using automobile oil drain plugs to create the 

connectors to attach the legs to the UAV. The shock absorbing devices from the original DJI legs 

were attached to the bottom of the new legs. 
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The system designed for this research, shown in Figure 6, consisted of the M100 platform with a 

payload that included the DJI Guidance system, advanced flight battery (TB48D), the Zenmuse 

X3 digital camera, two Stratus LEDs ARM lights (one with a parabolic reflector), and a LIPO 

battery to power the lights. The M100 has a stated maximum takeoff mass of 3600 grams (DJI, 

2016a), but the UAV was often flown in excess of this (Table 3) for flight times of up to 10 

minutes. This was necessary due to the weight of the Stratus LEDs, the only tested lighting 

system able to provide sufficient illumination for photography and the Guidance system. 

 

Table 3. Masses of the equipment used in this study.  

Instrument (quantity) Mass (g)  

M100 1754 

TB48D Battery (1) 677 

Propellers (4) 72 

Guidance 337 

Zenmuse X3 Camera 221 

Stratus LED ARM LEDs (2) 323 

6S 3000mAh 25C LIPO Battery 380 

Total mass of the UAV system 3764 

 

 

The following observations were made regarding 

the functioning of the DJI ñGuidanceò system: 

¶ When lighting is sufficient and the Guidance 

system senses an object, a warning of the 

approximate distance from the object is 

transmitted to the UAVôs remote controller. 

The warnings display on top of the real-time 

imagery. When the UAV senses an obstacle at 

(or within) the minimum user-defined 

distance, the UAV stops and may even 

slightly drift away from the obstacle in the 

opposite direction of detection. The UAV will 

no longer allow the pilot to control forward or 

backward movement in the direction of the 

obstacle, until it is at the minimum distance 

from the obstacle. This means that the pilot 

must back away at an angle. 

¶ If the visual sensing system is not able to detect an object due to darkness, it will drift toward 

that direction to avoid other obstacles. Since lux decreases with an increase in distance 

between the UAV-mounted light source and lit objects in a completely dark area, less lux is 

available for obstacle avoidance. In an attempt to avoid issues with uncontrollable drifting 

due to darkness, lights that greatly exceed the minimum lux requirements were chosen. As 

long as the UAV can sense the ground surface, it remains stable when hovering. 

Figure 7 contains a photo of the M100 hovering with control underground. With the aid of on-

board lighting, the Guidance system is detecting the ground surface and using it as a reference 

for remaining stationary in mid-air. Without illumination, the Guidance would not detect the 

ground, and the M100 would drift if not controlled by the pilot.  

Figure 7. The M100 hovering within the 895-

102 intersection at GSM. The UAV is 

approximately 2.75 m (9 ft) above ground 

level. The blue light indicates that the 

downward-facing Guidance sensor is 

functioning properly and positioning the UAV. 

Figure 6. The M100 underground at 

GSM with a standard payload of lights, 

camera, and Guidance system. 
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2.2.2 Experiments to establish UAVôs ability to provide adequate georeferenced underground imagery 

After successfully assembling a UAV system with the lighting required for the DJI Guidance to 

function properly, several sets of experiments were conducted at GSM during spring and summer 

2018 to establish the ability of the system to survive flights in inaccessible underground locations 

and to provide adequately lit, georeferenced imagery. 

In terms of photogrammetry, georeferencing refers to assigning coordinates to points in images 

that have been surveyed on a specified coordinate system. By assigning the actual positions of 

the points on a coordinate system, the imagery is scaled to the actual life-size scale and oriented 

correctly in space. With a correctly-oriented life-size scaled 3D model, measurements can be 

taken on the 3D model and will represent the actual measurement, as if it were taken in the field.  

Typically, surveyed control point markers or spray painted points (Figure 8, left) are used for 

assigning coordinates to points for creating absolute underground 3D models. It is good practice 

to spread the control points across different areas of the model. When control points are 

distributed throughout the model, distortion is reduced, providing a truer representation of the 

area being modeled. Spreading control points across an area that cannot be accessed is 

challenging, however, and may not be possible. In this project, a paintball gun (Figure 8, right) 

was used to make paint marks on the rock faces that were within the area to be modeled and also 

within line-of-sight (LOS) of the surveying equipment.  

  

Figure 8. Left: Control points marked on the rib of the mine drift marked with spray paint (in red) and marked using 

a paintball gun (in yellow). Right: Graduate student Elizabeth Russell using the paintball gun to mark control points 

in areas that are out of reach. 

The first set of experiments was conducted between January and March, 2018, with the ultimate 

goal of capturing imagery within an inaccessible stope. The imagery would be used to construct 

3D models and allow geologic structures to be mapped, as described in Section 2. Ten 

underground flights were conducted at Barrickôs Golden Sunlight Mine (GSM). Flights 

conducted underground at GSM followed these steps: 

¶ A heading inspection was completed, and 5-point safety cards were reviewed. Scaling 

bars were used to remove any hazardous loose material around the draw point. Loose 

rocks on the sill were removed to create a level landing area. 

¶ A paintball marker was used to establish ground control points in the stope and around 

the draw point (Figure 8, right). After using two survey control points to resection a total 
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station, the coordinates of the 

paintball marks were captured using 

reflectorless measurements. Figure 9 

shows a total station set up at the 

entrance to a stope; it had to be 

positioned within line-of-sight of the 

survey control points and paintball 

marks within the stope. It was 

helpful to have one person illuminate 

the paintball marks with a powerful 

flashlight while another person 

measured them using the total 

station. 

¶ The drone and lights were assembled 

and tested before flight. Figure 9. Total station set up at the entrance to a stope. 

Important lessons learned through experience included 1) allowing the equipment to equilibrate 

with ambient temperature before flying, as condensation can develop on the camera lenses, 

surveying equipment, and other gear due to temperature contrasts and/or high humidity, and 2) 

conducting short flights in accessible areas to ensure that everything is working properly before 

flying in inaccessible areas. 

Initial flights in drifts and intersections tested the abilities of the Guidance and various lighting 

systems, as well as the ability of the captured imagery to be used for generating models. Prior to 

capturing data in an inaccessible underground stope, imagery was captured while flying the UAV 

in and out of line-of-sight (LOS). These flights were performed to confirm that the DJI Guidance 

system was functioning properly and to delineate the range of safe operations for collecting 

structural data on a UAV-based platform in the underground environment. Additionally, a 

handheld UAV imaging experiment was conducted in a drift at GSM to determine the preferred 

frame rate of image capture, file format in which the imagery is captured, and resolution at which 

the imagery is captured. It was concluded that for the underground imaging and in order to 

accomplish the project goals, a frame rate of 60 frames-per-second (fps), and a 1920 x 1080 

resolution were appropriate. When flying out of LOS around the corner of an intersection of 

connecting drifts, the UAV reached a distance of about 38 m (125 ft.) out of the pilotôs LOS with 

no observed communication errors between the UAV and the remote controller or the live-feed 

imagery. The 38 m distance was controlled by the space constraints (the end of the drift in which 

the UAV was flown) and not necessarily the maximum distance that could have been reached 

before the remote controller lost signal to the UAV. 

After a number of successful flights had been logged underground and the preferred imaging 

format was determined, the UAV was flown in the ñ815-102ò drift at GSM. The UAV was not 

flown out of LOS in this particular drift. The main goal of this flight was to capture overlapping 

imagery in an environment similar to the planned stope flight. The imagery was captured 

successfully, but there was one incident in which the behavior of the UAV did not correspond 

with the remote controller commands being given. The UAV was being drawn closer toward the 

rib, and it would not respond to attempts to direct it away from the rib for 15 seconds or so. The 

problem was not diagnosed, and was dismissed once the UAV responded to the remote controller 

again. 
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The overlapping imagery was used to create a model of the 815-102 drift to verify that 

underground UAV imagery can be used to create an adequate model that can be mapped; details 

are provided in Section 2. Other reasons for demonstrating the ability to successfully fly and 

collect data in drifts are a) the ability to inspect a drift after a blast where the ground is 

unsupported can be advantageous, and b) progressive models can be made with each new blasted 

portion of the advancing drift, serving as a record of the blasts and a tool to allow mapping of the 

geological and geotechnical features of the face. 

After multiple flights indicated that payload and lighting systems were sufficient, the capabilities 

of the M100 were tested in a stope. The ñNEVò stope was selected because it was available 

between blast and muck cycles, had three 

draw points to choose from, and contained 

muck piles angled toward the draw points 

that could potentially allow for recovery of 

the UAV if it crashed. The stope was 6 m 

(20 ft.) wide, 50 m (150 ft.) tall, and 120 m 

(400 ft.) long with its long axis oriented 

primarily east/west. Figure 10 shows the 

geometry of the stope as captured by 

multiple overlapping stationary LiDAR scans. 

The UAV was configured to collect video imagery in the stope in 1920 x 1080 resolution at 60 

fps. The intended flight path was to enter the stope through draw point 1, cover the lower portion 

of the stope in an elliptical motion, and then to move up vertically to capture overlapping data 

with the same elliptical pattern. The initial portion of this spiral flight path worked well, but once 

the UAV was out of LOS, it became difficult to keep track of its position and orientation. 

Significant amounts of water dripping from above, along with a large amount of dust in one 

portion of the stope, contributed the difficulties. When the UAV flew east beyond LOS of the 

remote controller, contact with the aircraft and flight control was lost, confirming that flying 

outside LOS with the M100 was not an option with the current equipment. Fortunately, the pilot 

was able to move to a better vantage point at the draw point and after approximately 30 seconds, 

the UAV was located by using the downward facing light as a visual reference. The pilot 

regained control and continued to operate the UAV, occasionally moving the camera to capture 

more imagery while hovering. The M100 was then flown above the draw point, where its 

propellers displaced a large amount of dust. The dust blinded the forward-facing VPS on the 

Guidance, which resulted in the UAV flying towards the rib. The UAV failed to respond to the 

pilotôs commands to direct it away from the rock face, and it impacted the rock and crashed. 

Fortunately, the M100 was recovered and repaired after the crash. Enough imagery was captured 

to the east, west, and above the first draw point to build an incomplete model of the western 

portion of the NEV stope, described in Section 2. 

The first stope flight established the limitation of flying within LOS of the remote controller. 

Additional lessons learned included: 1) the need for redundant ground control points in the event 

that some of them are not captured in the imagery, 2) the difficult y in maintaining the position 

and orientation of the UAV while flying in a spiral path, 3) the difficulty in concentrating on 

capturing quality imagery while exploring and navigating, and 4) the need for a system to protect 

and recover the UAV in the event of a crash. Immediately implementable mitigations included 

adjusting the flight paths and acquiring a second remote control unit to allow a second operator 

to control the camera and collect imagery while the pilot navigates.  

DP1 DP2 
DP3 

NEV stope 

Figure 10. Side view of the NEV stope, including the 

access drift and the three draw point locations that can be 

used for access to the stope (B. Dale, GSM, modified). 
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Adding electrical engineering undergraduate student Charlie Linney to the team allowed 

additional strides to be made. In addition to his technical background in electrical engineering 

and controls, Charlie is an avid and experienced drone pilot. He designed and constructed a 

custom drone using off-the-shelf components compatible with DJI controllers, to ease payload 

constraints. Appendix A contains a table listing the components and cost. This UAV, shown in 

Figure 11, is considered a quadcopter but has 8 motors and sets of propellers. Its payload 

capacity is huge for its size: it can lift 22 lb in addition to its own weight. To date, its use 

underground has been limited because the Black Widow UAV frame was larger than anticipated 

(1.2 m) so it does not fit into tight spaces, the relatively large cost of the propellers (nearly $900 

per set) makes crashing it expensive, and it does not have a built-in collision avoidance system.  

Electrical engineering graduate student Tyler Holliday has been working on developing a 

collision avoidance system under the direction of electrical engineering professor Bryce Hill. 

They have a working prototype that uses visual cameras and are very close to a system that also 

integrates ultrasonic sensors to provide a supplemental means of detecting and avoiding objects. 

  

Figure 11. Left: Graduate student researcher Rachel Becker stands next to the DJI M100, while electrical 

engineering student Charles Linney stands by the custom drone he built for the project. Right: Black widow UAV. 

in flight underground at GSM. 

The most significant resources that Charlie Linney brought to the team are his piloting skills. 

One of the basic things learned during this project is that, for almost every platform evaluated, 

having a skilled pilot is absolutely critical. With Charlie on board as a pilot, multiple successful 

underground flights were conducted at the Barrick Golden Sunlight Mine (GSM) between June 

and September, 2018. Video data were collected in mine drifts, stopes, and raises using various 

UAV platforms and piloting methods, described in detail elsewhere in this report. The majority 

of these flights used the M100 platform with on-board lighting systems for illumination, and 

were manually piloted. Charlie Linney has since graduated and was hired by Unmanned Aerial 

Systems, a Canadian company specializing in UAV-based underground inspections, one of the 

subcontractors who participated in the underground trials of the systems with enhanced 

navigation described in the Section 1B. 

Due to the space constraints associated with UAV operation in an underground environment, no 

specific flight protocols (speed, elevation, flight path, etc.) were followed, and video data 

collection methods varied significantly depending on the flight location, UAV platform, and pilot 

preference. However, the invaluable experience gained during the underground flights resulted in 

the development of ñbest practicesô recommendations for optimizing photogrammetric data 

collection underground; as Nicholas Rey of Flyability contributed to, compiled, and summarized 

these findings, they are discussed in the Flyability portion of Section 1B.  
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3.0 PROJECT COMPONENT #1B: Systems for Enhanced Navigation 

Due to the difficulties of manually piloting a UAV underground and beyond visual line-of-sight, 

there is a need for UAVs with enhanced obstacle detection and avoidance capabilities. Some of 

the systems being developed utilize LiDAR-enabled simultaneous localization and mapping 

(SLAM) to navigate through confined, unknown environments. SLAM uses a LiDAR scanner to 

create a point cloud of the surrounding environment while also locating the position of the UAV 

within the point cloud. As the UAV travels through an area, the point cloud is updated and 

obstacles can often be detected on the fly. 

Because of the high cost of SLAM-enabled UAV systems, a set of trials was designed for this 

investigation to test and compare different systems in an underground mine to determine the 

current state of technology. The purpose of the trials was also to collect photogrammetric data 

within inaccessible areas by utilizing a UAV platform that could safely navigate through the 

environment and return with useable data. 

3.1 PC-1B Proof-of-Concept (Prototype) Technology Components 

Four teams accepted the invitation to participate in the system demonstrations, designed to 

evaluate the performance of the UAV systems in inaccessible, underground environments: 

Emesent, Near Earth Autonomy, Inkonova, and Flyability. 

3.1.1 Emesent 

The team that formed Emesent originally worked with the CSIRO (Commonwealth Scientific 

and Industrial Research Organization) Data61 program of Australia to create and enhance 

autonomous robotic systems. They formed Emesent to continue with the development and 

commercialization of the Hovermap platform, a UAV with SLAM enabled obstacle sensing and 

avoidance capabilities designed to fly in inaccessible environments. 

The Hovermap system includes an on-board, rotating Velodyne Puck Lite (VLP-16) LiDAR 

scanner that identifies when the UAV approaches obstacles without the need for additional 

lighting or cameras. The Hovermap payload is mounted on a DJI Wind 2 platform. The system 

can carry a payload of approximately 3 pounds, allowing for the addition of LED lights and 

cameras for obtaining photogrammetry imagery. The Hovermap platform utilizes SLAM for 

obstacle detection and avoidance using the on-board LiDAR scanner.  

Emesent demonstrated two versions of the 

Hovermap platform - the Standard payload 

and the Mining payload (Figure 12). On the 

Standard payload, the Velodyne Puck Lite 

LiDAR scanner (VLP-16) is mounted 

beneath the center of the UAV, near the 

center of gravity. The VLP-16 has a range of 

330 feet, and at that distance has an accuracy 

of +/- 1.2 inches. On the Mining payload, the 

scanner is still mounted beneath the UAV 

but it is oriented toward the front of the 

UAV rather than beneath the center. The 

orientation of the Mining payload allows the 

scanner to obtain a wider field of view and 
Figure 12: Emesentôs Hovermap Mining Payload (left) 

and Standard Payload (right). 
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detect the environment above the UAV. Compared to other systems, both payloads are unique in 

that the Velodyne is mounted to a detachable gimbal that rotates the LiDAR around a fixed axis. 

In combination with the rotation of the LiDAR within the Puck Lite housing, the rotating gimbal 

allows for Hovermap to capture data in all directions. Traditional fixed mounting of the 

Velodyne Puck Lite, as other teams utilized, only allows the LiDAR to capture 360° horizontal 

by 15° vertical fields of view (Velodyne, 2018).  

The Hovermap is capable of flying using various flight modes. ñAssisted Flight with Collision 

Avoidanceò allows the pilot to manually fly the UAV with SLAM enabled obstacle detection 

activated. In this mode, the pilot is receiving live updates of how far the UAV is from an obstacle 

in all directions. The pilot can define an obstacle detection radius that actively prevents the UAV 

from colliding with any obstacles. The Hovermap can also be flown using ñWaypoint Guided 

Modeò, in which the pilot defines waypoints based upon a point cloud and the Hovermap 

autonomously generates a flight path between points. There are two options within this mode- 

ñPosemapò and ñTap-to-Fly". In the ñPosemapò option, a previously collected point cloud is 

used to plan the flight waypoints before the UAV takes off. This point cloud could be one that 

was collected on a previously flown assisted flight or from a stationary LiDAR scanner. In the 

ñTap-to-Fly" option, the waypoints are defined while the UAV is in flight based on the point 

cloud that is actively being generated. The point cloud is updated as the UAV progresses through 

the environment and is transmitted to the operator. Lastly, the team is working on developing a 

ñFree Exploration Modeò, which would allow the UAV to explore an environment fully 

autonomously without a previous point cloud and without defined waypoints.  

3.1.2 Near Earth Autonomy 

Near Earth Autonomy, based in Pittsburgh, Pennsylvania, is focused on expanding the 

capabilities of autonomous flight of unmanned vehicles. Without specifically focusing on 

underground mining environments, Near Earth Autonomy has developed systems equipped for 

exploring caves, inspecting tunnels, mapping in GPS-denied environments, and more. They also 

have multiple contracts with the US military 

for developing autonomous aircraft. 

The platform demonstrated by Near Earth 

Autonomy (Figure 13) includes an on-board, 

stationary Velodyne Puck Lite (VLP-16) 

LiDAR scanner mounted on the top of a DJI 

Matrice 100 with propeller guards. Because 

the LiDAR scanner is mounted to be 

stationary, the system builds a 2D map of 

the environment and is not equipped for 

vertical exploration. Figure 13: Near Earth Autonomyôs UAV platform. 

The platform is capable of two different flight modes including Piloted mode (P-mode) and 

Autonomous mode (F-mode). In P-mode, the pilot has full control of the UAV without the 

assistance of the obstacle detection and avoidance system. This mode is dominantly used for 

take-off and landing. In F-mode, the UAV explores an environment freely without a previously 

collected map and determines where to travel based on the location of holes in the map. Once an 

area is fully explored and there are no more holes, it will explore other areas that still need to be 

filled in. 
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3.1.3 Inkonova 

Inkonova was founded in 2015 in Stockholm, Sweden, to build racing drones. The company is 

now focused on developing UAV technology for underground mining environments.  

Inkonovaôs fleet of UAVs includes the Ranger (Figure 14, top), a 

commercially available and custom-built UAV designed for 

underground flights. The Ranger has the capacity to carry custom 

payloads such as a LiDAR scanner or camera. Time-of-flight 

sensors are located on the four sides and top of the UAV to aid in 

obstacle detection and avoidance. There are forward-facing, 

onboard LEDs that are sufficient for capturing imagery. FPV 

cameras are mounted to face forward, above, and below the UAV 

for the pilot to use in the case of flying with FPV goggles. The 

Ranger is designed to be flown manually by the pilot and does 

not have autonomous flight capabilities. The Batonomous unit 

(Figure 14, bottom) is a custom-built, semi-autonomous UAV 

with a stationary Velodyne Puck Lite (VLP-16) LiDAR scanner 

mounted on top. Similar to the Ranger, the Batonomous has time-

of-flight sensors located on all four sides and the top of the UAV 

with forward-facing LEDs that are sufficient for capturing imagery. Figure 14: Inkonovaôs UAVs. 

Both the Tilt Ranger and the Batonomous have a manual flight mode where the pilot is entirely 

in control of the UAV without the assistance of obstacle detection and avoidance. Both units can 

also be flown manually by the pilot with the obstacle detection and avoidance system enabled. 

The semi-autonomous capabilities of the Batonomous are displayed in Waypoint Navigation 

Mode, where the pilot uses a laptop to place waypoints based on the point cloud being generated 

by the LiDAR scanner on the UAV. The UAV builds a path based on the defined waypoints and 

the geometry of the region captured on the point cloud. 

3.1.4 Flyability 

Flyability, founded in Switzerland in 2014, develops inspection-oriented UAVs designed to 

safely operate in confined spaces and around people. Flyabilityôs primary product, the Elios (Fig. 

15), is a commercially-available UAV that is contained entirely within a spherical, carbon fiber 

cage. The drone and camera are mounted on a gimbal and are de-coupled from the cage. These 

components work in conjunction to help minimize the impact of a collision on the flight pattern 

and imagery of the UAV. The Elios is operated entirely manually by the pilot, but the durability 

and robustness of the platform allow for a less-experienced pilot to successfully fly the UAV 

without damage. Although there is no LiDAR system integrated for 

obstacle avoidance, there are two cameras mounted on-board 

including a 1080 HD camera and a non-radiometric FLIR thermal 

camera. The live video feed is transmitted back to the pilot for easier 

beyond visible line-of-sight (BVLOS) fl ight and is also recorded on 

an on-board SD memory card. The system contains adjustable LED 

lights that face forward, upward, and downward, and allows the 

pilot to adjust the lighting and camera parameters on the fly to 

achieve the appropriate exposure in the imagery based on the 

distance of the UAV away from the rock face.  
Figure 15: Flyabilityôs Elios. 

Ranger 

Batonomous 
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3.2 PC-1B Proof-of-Concept (Prototype) Evaluation 

Four teams accepted the invitation to participate in a demonstration of the abilities of their UAVs 

in inaccessible, underground environments. Each team visited Barrickôs Golden Sunlight Mine 

near Whitehall, Montana, to test the capabilities of their systems in underground drifts, long hole 

stopes, and in some cases, ventilation raises. Teams were briefed on the flight conditions that 

could be expected underground beforehand and were given the prerogative to opt out of any 

trials deemed too risky for their technologies. There were several types of flights that each group 

was challenged to accomplish. The UAV trials were designed to start with the lowest risk and 

simplest scenarios and work up to the more risky and complex challenges. The trials included: 

¶ Flights in the surface wash bay as a stope simulation 

¶ Underground drift flights to test repeatability and precision 

¶ Underground drift flight with obstacles for change detection analysis 

¶ Underground drift flight out of line-of-sight 

¶ Underground stope flights within and out of line-of-sight 

The initial flights took place in the wash bay, a large surface facility used for washing heavy 

equipment (Figure 16, top left), providing a GPS-denied environment where the UAV could be 

recovered easily in the case of a crash. With the garage door lowered to a height that simulated a 

draw point, the UAVs could fly from outside the bay, through the opening made by the door, and 

into the bay. This trial simulated the flight pattern that would be used to fly into a stope 

underground. 

Once underground, the team would complete multiple flights along the same section of a drift 

(Figure 16, top right), within line-of-sight (LOS). The duplicate flights were completed to 

demonstrate the repeatability of the flight and to allow for a comparison of the precision of the 

collected data, including visual imagery, thermal imagery, and LiDAR point clouds. Obstacles 

such as rocks, scaling bars, and cones were then placed throughout the drift. These flights were 

performed for comparison to the original flights and for using the resulting point clouds for 

change-detection analyses. The teams were then tasked with flying the UAV beyond visual line-

of-sight (BVLOS), testing the ability of the UAV to detect and avoid obstacles as well as the 

ease of use of the system for the pilot when the UAV could not be seen. 

If  the team was satisfied with the performance of their systems, the next challenge was to fly the 

UAV in a stope (Figure 16, bottom left). These trials were significantly riskier because if the 

UAV crashed inside of the stope, there was a chance it would not be retrievable. The first flights 

within the stopes were kept within LOS. Not all teams chose to demonstrate their UAV in a 

stope. Finally, the teams were tasked with flying the UAV within a stope and BVLOS. Once 

again, this tested the obstacle detection and avoidance capabilities of the UAV and provided an 

opportunity to evaluate the quality of data that was returned from the flight. The ultimate goal of 

these trials is for the UAV to be flown with ease in underground environments such as stopes, so 

the successful completion of this step was a strong indicator of the technology readiness. If a 

team successfully completed all the previous trials, they had the option of attempting additional 

flights in other challenging areas of the mine including in a ventilation raise. 

Survey control of the LiDAR and photogrammetry point clouds produced using data from these 

flights was achieved by two methods: co-registration with existing georeferenced point clouds or 

georeferencing ground control points (GCPs) in the form of 6ò diameter foam balls (Figure 16, 
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bottom right) covered in 3M retro reflective tape that are surveyed in using a total station. Co-

registration can be completed in commercial point cloud software such as Maptek I-Site Studio 

or 3DRecapture, or in freeware such as CloudCompare. Wooden dowels were used to place the 

reflective survey balls adjacent to the UAVôs flight path in survey collars in the ribs that had 

been made for standard mine survey reflectors or that were created specifically for this project 

using a hammer drill. The positions were surveyed using a total station, providing the 

coordinates of these points. The reflective balls appear in the survey data as points that reflect 

100% of the LiDARôs beams. 

 

 

 

 

  

Figure 16. Top left: Surface wash 

bay flight. Top right: drift flight. 

Bottom left: stope flight. Bottom 

right: reflective ball. 
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3.2.1 Emesent Demonstration 

The Emesent demonstration took place from 16-19 July 2018. The trial participants included 

Matt McKinnon, Stefan Hrabar, Farid Kendou, and Glenn Wagner along with Barrick and 

Montana Tech representatives Gerald Rosas, Mary MacLaughlin, Ryan Turner, and Rachel 

Becker. Observers during the trials included Beverly Hartline, Fred Hartline, Jennifer Fowler, 

Sam Kraha, Jeremy Crowley, Jesse Bunker, and Charlie Linney. Additional data were collected 

using Emesentôs Hovermap payload on 10-11 September 2018. 

The first flights occurred on the lawn above ground to test the equipment after shipment. The 

obstacle detection and collision avoidance system was initially demonstrated by flying around a 

large tree. The surface wash bay flights (Figure 17) were also completed successfully.  

 

Figure 17. Top: Flying through the wash bay doors with the Emesent Standard payload to simulate entering a stope 

from a draw point. Bottom left: live view of the point cloud generated by the Hovermap system during a flight in the 

wash bay. Bottom right: looking into the wash bay while the Emesent Standard conducts its mission to explore the 

space. 


