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EXECUTIVE SUMMARY

Theoverall goalof this researckvasto contribute tadevelopment ofa new geosensing tool that
allows engineers and geologists to identify and quantify geological features and loose ground
that may adversely affect the safety and production of an underground mine in areas that are
inaccessible to mine personnBle to tleir ability to access unsupported areas and locations
with uneven ground whilsimultaneously collecting imagery for creating photogrammetric point
clouds unmanned aerial vehicledAVs) offer an opportunity fomine personndb view and

better understahthe geologic structures in areas that are otherwise inaccessible. A
georeferenced, photogrammebgsed point cloud of these unsupported openings allows
geological structures to be identified and measufiesting a more detaileénd thorough
understandirg of these areas allows for geotechnical analyses and risk assessments to be
completed more accurately, thoroughly, efficiently, and saf€hAVs also have the potential to
significantly improve the ability to create high quality 3D models and maps sablseareas,

as well, allowing expeditious collection of imagery data which can then be manipulated in the
safety of the officeUAVs have the potential to allow high quality geologic mapping and basic
geotechnical characterization of large, unsupportettrground openingéthe challenges
associated with flight control, lighting, and image georeferencing can be overcome.

Theoriginalfocus of the research described in ti@gort was to assess and quantifyh)

ability of UAV-based systems developesing modestly priced othe-shelf components to a)
survive flights within an unsupported underground opening, b) captureybagty

georeferenced imagery that is sufficiently lit and georeferenced, c) collect forward looking
infrared (FLIR) thermal imgery that can be georeferenced, ahthe ability of available

software packages to generate photogrammetric models from the imagery and FLIR data which
allow accurate definition of the geometry of the underground opening and the geological features
thatcontrol its stability.The study was focused on underground hardrock mining so

permissibility was not a concerssues encountered during the project created challenges but
also opportunities to expand the research to investigate the performanocesbphisticated
(andexpensivg UAV -based systems involving LIDAR and SLAMNd multispectral imagery.

The basic ofthe-shelf system assembled to fly on the DJI M100 platform is evaluated to have a
NASA Technology Readiness Level (TRL) offall scale prottype in intended environment)

The TRLs of the more expensive, sophisticated systems rang® i@ (full commercial
application).The Hovermap system by EmesdaRanger by Inkonova, and Elios by Flyability

are reasonablgugged and able to navigate bey lineof-sight. A significant contribution
associated with this project is development of a set of trials that are used to evaluate the
performance of the systems in a variety of situations.

3D models were successfully produced from visual (RGB), tHeemd multispectral imagery
collected with the UAV systems, using four different commercially available photogrammetry
software packages. Although the models created by the different packages vamhabm

quality, the quality can be increased by atipgsparameters within the software to create higher
resolution models (which are associated with larger files that are more difficult to manipulate).
Construction of models using thermal and multispectral imagery requires special attention.

Continued devepment of a loncaost, reasonably robust systenwisrthwhile to pursue due to
the inherent risk associated with the underground mining enviror(ar@htikelihood that the
equipment will be lost)and the continual improvement in available technoldggultimate
goal is to provide a safe working environment and minimize persondekground
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1.0CONCEPT FORMULATION AND MISSION STATEMENT

Theoverall goalof this researckvasto contribute tadevelopment ofa new geosensing tool that
allows engineers and geologists to identify and quantify geological features and loose ground
that may adversely affect the safety and production of an underground mine in areas that are
inaccessibléo mine personnel. Adverse geological structures and loose ground within
unsupported openings (stopes, raises, drifts, etc.) are the source of ground falls that can endanger
miners, underground workers, and equipment. Overbreak along geological featuatsoca

cause the dilution of ore as well as the deterioration of supporting rock masses (backs, ribs,
pillars, crown pillars, etc.). While overbreak can be directly caused by mining and blasting
techniques, structural failures along geologic featureslsarcantribute to the problem. Large
ground falls can also be the source of air blasts, orrigbsure blasts of air caused by the
displacement of the air by falling rock, that can endanger mine personnel and damage utilities.

The traditionaprocesdor performing stability analys of an inaccessible underground opening
involvescombining rough design drawings of the opening with structural data obtained through
handmapping of nearby accessible areas and projected to the inaccessible locatiboa@ign
improvements iracquiring bettegeometry data have been achieved with the development of
stationary cavity monitoring survey (CMB)serbasedscannes. The CMS scanner, often
deployed from a boom into amsupported excavation (stope, raise)gbcovides a point cloud
delineating the excavation geometinat may be used to create a 3D model, and some scanners
are now able to capturesual red/green/bludRGB) data for enhanced analysithedrawbacks

of theCMS systems include: 1) the procassime-consuming, particularly fornsupported
excavations with curves or laterally extensive openihgtequire severahdividual scans 2)
thescans are frequently incomplete because the scanner can only be positioned wittfin line
sight of the opmring, leaving holes in any areas that are hidden around corners or by protruding
rock, and 3) the CMS scanner is at high risk of damage due to rocle¢allibet must remain
stationary for several minutes during the scan.

Although some scanners are now able to capittwieed RGB data for enhanced structural
analysis 3D photogrammetric models created from RGB imagery have significant advantages,
allowing easier identificatioand quantificatiorof critical features ranginfyjom undilated

structures to mineralizatioMboveground studies have shown théth the use of

georeferenced ground control points, the accuraphofogrammetric modetsan be equivalent

or superior to the accuracy laserbased.iDAR models Use ofphotogrammetry at

underground sites has been hampered by the darkness, dust, humidity, acdrsaeamts

inherent in the underground environment.

Due to their ability to access unsupported areas and locations with uneven ground while
simultaneously dtecting imagery for creating photogrammetric point clquasnanned aerial

vehicles UAVs) offer an opportunity fomine personndb view and better understand the

geologic structures in areas that are otherwise inaccessible. A georeferenced, photmgramme
based point cloud of these unsupported openings allows geological structures to be identified and
measuredHaving a more detaileénd thoroughunderstanding of these areas allows for
geotechnical analyses and risk assessments to be completedancueately, thoroughly,

efficiently, and safelylUAVs also have the potential to significantly improve the ability to create
high quality 3D models and maps of accessible areas, as well, allowing expeditious collection of
imagery data which can then be npatated in the safety of the office.
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Theprimarychallenges of using UAVs to collect imagery in the underground environment
include the ability to navigate safely in a GB&ied hazardous environment, and to provide
adequate lighting to allow collectiarf high-quality RGB imagery along with a mechanism for
associating specific coordinates with objects in the imagery (georefererdihgugh recent
technology developments have provided the basic components that would be needed, in a
package light enougio be carried by a UAVho systems specifically focused on capturing
photogrammetric data in an underground environment are currently commercially available.

The goal of thigesearch projeatas to fill that technology gap, achieved throagisignand
asemby of UAV-based imagery acquisition systems usingtloéfshelf components,
comprehensive testing of the performance of the syst@misise ofthe imagery to generate
point clouds and 3D models using available software pack&bespecificobjectiveof this
researclwas to test the ability of UA¥for acquiring digitalphotographsnd thermal imagerp
collect geological data from an underground opening that is unsafe for people tthenédy
demonstrating the viability of a new geosensing.to@élVs have the potential to allow high
quality geologic mapping and basgeotechnical characterization of large, unsupported
underground openingsf the challenges associated withight control, lighting, and image
georeferencing can be overcome.

Theoriginal focus of the research described in ti@gortwas toassesand quantify

1 (Project Component Xhe ability ofUAV-based systesdeveloped usingnodestly
pricedoff-the-shelf component® a) survive flights within an unsupported underground
opening, bxapturehigh-quality georeferencetnagery that is sufficiently lit and
georeferenced, @pllectforward looking infrared (FLIR}hermalimagerythatcan be
georeferencedand

1 (Project Compaent 2)the ability of available software packages to generate
photogrammetc modek from the imagery and FLIR datehich allow accurate
definition of the geometry of the underground opening andyf@ogical features that
controlits stability.

Severalssuesncountered during thgrojectcreated challenges but also opportunities to expand
theresearch to include two additional components:
1 (Project ComponentlB)he @A Gui danceo system designed t
and collision avoidance for thrimary UAV platform selected for use in this project, the
DJI Matrice 100 (M100), was difficult to use and did not perform as expékted.
suggestion to evaluateoresophisticated (anexpensivg UAV -based systems involving
LiDAR and SLAM (simultaneoubcalization and mappind¢d to asupplemenand
schedule extensiaio allow this component tbe added tthe project. Since the cost of
these systems excemtthe maximum budget allowed, the stratégyolvedarrangng for
multiple vendors to demonsteatheir systems undergroundaaearby mine sitend
provide imagery datasets thaere used to quantitatively evaluate and compare the
performance of the systems.
1 (Project Component 2B3¥enerating 3D models from the thermal imageasmore
difficult than anticipatedsothe project was expanded to include multispectral imagery.
The thermal and multispectral equipment, imagery, and models are all described in the
section describing Project Component 2B.
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The project involved a partnerphi wi t h Barri ckdés Gol den Sunlight
Mont ana, facilitated by Barrick Geotechnical
Ryan Turner. Mr. Turner also contributed to the proposal that was submitted to the Alpha
Foundation. Theagrtnership provided a wiwin situation, with Montana Tech benefitting from

access to an ideal underground field site located near campus, and GSM benefitting from the data
acquired during the course of the research.

The project was initiated in summer,120and spanned 18 monthihe first émonth period was
dedicated to selection of equipment, design and assembly of the initial systems, review of
available software, acquisition of equipment operation and flight skills, mine safety training, etc.
Thesecad 6month period was focused on acquisition of imagery in accessible and inaccessible
underground sites, and use of the imagery to generate 3D models. Thenfioall6period was
largely dedicated to evaluation of the systems incorporating enhancedtiavig terms of

their performance and the quality of the models produced from the imagery. The thermal
imagery research extended throughout the entire project duration.

This report is organized by project component, with the pobabncept technology
components and evaluation discussed for each of the following components: 1) Basic UAV
Systems and Imagery AcquisitiatB) Systems for Enhanced Navigati@,Photogrammetric
Modeling, and®2B) Thermal and Multispectral Modelingince this project involveg assembly
and evaluationof a systenbuilt from components that were already available, the research
went beyond proebf-concept to include investigation of the performance of the working
prototype systems in field studieBhe echnology readinesssessmernmf each component
evaluated in terms of what is neededadoption by the mining industris summarized in a
separate sectiolccompanying files contain 3D pdfs of the models and one flight video.

Preliminary results were summarized in twerim reports, submitted @1 December 2017
and30June 2018Additional details are available in the following papgre d mast:er 0 s t he

Becker, R.E., L.J. Galayda, and M.M. MacLaughlin (20D8gital Photogrammetry
Software Comparison for Rock MaG$aracterizationProceedings of the 82U.S. Rock
Mechanics Symposiyi8eattle, WA, Paper 18211(7 pp).

Russell, E.A. (2018 UAV-based Geotechnical Modeling and Mapping of an Inaccessible
Underground SitetMont ana Tech %@yt avas | abéei yi @ Moni
Digital Commonshttps://digitalcommons.mtech.edu/grad_rsch/

Russell, E.A., M.M. MacLaughlin, and R.M. Turner (2D18AV-based Geotechnical
Modeling and Mapping of an Inaccessible Underground Bitegeedings of the 52
U.S. Rock Mechanics SymposjiBeattle, WA, Paper 1816 (9 pp).

Turner, R.M., N.P. Bhagwat, L.J. Galayda, C.S. Knoll, E.A. Russell, and M.M. MacLaughlin
(2018. Geotechnical Characterization of Underground Mine Excavations from-UAV
Captured Photogrammetidc Thermal ImageryProceedings of the 52U.S. Rock
Mechanics Symposiyr8eattle, WA, Paper 1808 (11 pp).

The most recent results will be presented to the mining community at the 2019 Annual Meeting
of the Society of Mining Engineers, to be heldianver, Colorado, in February. The titles of the
presentations are:

Comparison of UA\Bystems Equipped with LIDAR and Photogrammetry for Geotechnical
Investigation in Underground Mining Environme(its bepresented by R. Becker)

Identifying Loose Groundral Unfavorable Structures in Underground Workings Using
Thermal and Multispectral Image(yo be presented by R. Turner)
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2.0PROJECT COMPONENT #1: Basic UAV Systems and Imagery Acquisition

As mentioned in the previous section, the primary challenges of using UAVSs to collect imagery

in the underground environmeatethe ability to navigate safely in a Gfi&nied hazardous

environment, and to provide adequate lighting to allow collectiongbfduality RGB imagery

along with a mechanism for associating specific coordinates with objects in the imagery
(georeferencing)Several companies have developed UAVs for flying in confined spaces,

including underground nvi r onment s. FM (ylyaldlity,|12018)ys@rclosed i os UA
within a rotating cage that absorbs and transfers energy during a collision, allowing the UAV to

stay upright after contacting an object; unfortunately, the cage interferes with its usefulness for
photogrammetry becauseioft s presence in the i magery. Il nkon
(Inkonova 2018) is a custom drone platform dedicated to underground mine mapping with a

Li DAR, but <cannot be c o rbasedpbotogrammatny systemf f t he s

With no modestly priced UAdystemssommerciallyavailableat the current timehe goal of

this research project was to design and asseoma or mordJAV -based imagery acquisition
systems using ofthe-shelf componentgonductcomprehensive testo evaluatehe

performance oftte systems, arnd demonstrate théihe imagerycan be usetb generate point
clouds and 3D models using available software packagestirst component of this project
involvedthe design and assembly of the systems and evaluation of their performance.
Specifically,the focus of Project Component #1 was to assess and quantify the ability ef UAV
based systems developed using modestly pricethefhelf components to

a) survive fights within an unsupported underground openargl
b) capture higkguality georeferenced imagery that is sufficiently lit and georeferenced

The use of ofthe-shelf components allowed this project to continue beyond jmieobncept
and include fieldesting of the prototype equipment.

2.1PC-1 Proof-of-Concept(Prototype)Technology Components

In general, UAV systems consist of the main UAV platform, a flight controller, a battery, and, if
desired, an imaging device (camera). A remote controllemsramnly used with the system to
communicate with its respective flight controller on board the UAV, allowing it to be operated
manually. For this underground research, afoard lighting system was required and an on
board obstacle detection system wasdus

After evaluating a number of potential UAV platfornise tDJI Matrice 100 (M100) was chosen
to be the primary platforrfor this study because of its affordability, sipayload capacity,
sensing system compatibility, and customization capabilhippendix A containsletailedlist

of specific componentdescribed in the following paragraphs, showing cost and niasch

The M100 (Figure ljneasures about 650 mm (25.6 in.) diagonadisoss the top of the frame

(DJI, 2019. It is available as a kithat must be assembled by connecting the parts, although
soldering is not required. The kit contains all of the necessary parts: the carbon fiber body and
arms, legs, flight controller with an intermakasuremeninit (IMU), a propulsion system, a

battey and battery compartment, propellers, a global positioning system (GR$ihanced
outdoor navigation, plus a separate remote contr@grer smaller parts like the camera gimbal
mount and an expansion base also includeth the M100kit, but are nbnecessary for the

UAV to function.(Note thatsome of the citations below refer to the DJI Inspire documentation
becausehe DJI M100 and Inspirgé UAVs have some identical componeatsd accessorigs
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AccordingtoDJl, t he M1006s propul s
has a capacity 600 gramsallowing it to lift the

mass of the basic unit 755 g and single battery

(600 9, with an excess payload capacity of

appioximately 1245 g(The GPS unit was attached

even for GPSlenied flights) Off-the-shelf

customizations available for the M100 include

propeller guardsa second battery, the DJI

AGui danceodo system for obsta
avoidance, and several digital cameras. The system

is designed so that other rD3| items can be

mounteal to the UAV as well, although the M100

N1 flight controller is designed to only

Figure 1. Photo of the M100. communicate with DJI products.

The realtime data feed is sent through a 2.4 GHz connection between the UAV and the remote
controller. The DJI GQ@pplication(app)is necessary for capturiqmnotos or videaluring

operation of the aircraft when a cameraonnectedin addition, an iPad (or other mobile

device) was connected to each remote controller, so that the live cameraf poémt could be
viewed by the operator via the DJI GO appe imagery is reduced to a size that can be quickly
transferred to the remote controller and is saved onto the mobile dnpeimarydevices

used for this researchcludedaniPad Air 2and anPad Mini 4

The imaging device usddr this researclvas a DJI Zenmuse X3 digital camevehichhas the
capabilities of recording video or taking still photographs, both with adjustable sefimys.
Zenmuse X3, X5 and Z3 from DJI are compatible with the M100, buZehenuse X3 was
found to have a sufficient sensor sizé 2 .CBIOS, which is 6.17 mm x 4.55 myna larger
FOV (field of view) and is the least expensive (list pridé$% vs. 8659for the X5 and 899for
the z3).It has a fixed lens at 3.6 mm (35 mm fataquivalent of 20 mm), and arstop of 2.8
at a focal length of infinity. The camera is connected teaai8 gimbal that allows for the
camera to be tilted up to 122grees and rotated 36@grees (DJI2017). A micro-SD card
inserted into the camemused to store the fuflized formatted imagery data and other flight
details while a live feed from the camera is shown in the DJI Go app at 720p (DJ&) 2016

Additionally, when the M100 was chosen, it was one of the only customizable UAVs that had an
off-the-shelf sensor system package that could be added onto the platform for obstacle sensing
and avoidanceallowing the M100 to fly indoors and in GRignied areasThe M100 utilizes the

DJI AiGuidanceé obstacle sensing system, which works in tanderh thig builtin flight

controller to aid in the avoidance of obstacles detected at-@lefeed distance. Stereo cameras
(referred to as the visual positioning system, or lA8)inted to point ahead, behind, on both
sides, and below the UAV are used imjemction with ultrasonic sensors to detect obstacles

(DJI, 2015).0ne drawback of this system in terms of its use underground is the lack of obstacle
detectionabovethe UAV which is not needed for traditional abey®und scenarios. Blind spots
alsoexis around the | egs of t hdaegiéedhdrizontaleamdd® se of t
degree vertical fiekbf-view (FOV), as shown ifrigure 2.
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Figure2. DJI Guidance system
cameras-OV (DJI, 2015)Top view
(left) showing horizontal blind spots
5 and side view (right) showing
vertical blind spots.

With the fAGui danceo obhstacles mayrid detecited with [axeaaureding t h a
lumen/nf) values ranging from 10 to 10,000, it was antitépathat the lighting requirements
would be dictated by the imagery. Three liglgight LED lighting systems were investigated:

1 LumeCubeghttps://lumecube.comi self-contained
1 FireHouse Technology LEDO®ttps://www.firehousetechnology.cohi/ self-contained

M Stratus LEDs Arm moduldgttps://www.stratusleds.coiri/ consist ofa 100 Watt
13,000 lumen 5600K CRI LED emitter, a heat sink, an LERed, and a LiPO battery

Tablel summarizes the advertised detailshegge lighting systemswvo of which areshown in

Figure 3 The systems are evaluated in terms of mass (LEDs + battery), lumens, beam width,

and mounting optiondnterestingly, it wasletermined through trial and error during the
experiments (described in the following secti
lux was not accurate and that significantly higher lux was required for obstacle detection.
Consequently, thightingrequiralfort h e f Gu i d aratieeetidan theyimaigerymvas the
controlling factor in the design of the lighting system

Table 1. Comparison of different LED lights used.

Lighting System Mass per light (g) | Lumen output per ligh{ Beam Width (degres) | Cost

Lume Cubes 99 1500 60 $149.99 (pair)
Fire House Technology| 71 1600 100 $49.99 (each)
Stratus LEDS 135 13,000 60-160 $199 (pair)

Figure 3.Two of the Ighting systemsised for this projecteft: Firehouse lights on the M100. Rigtratus Arm
LED module.
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https://lumecube.com/collections/drone-products/products/lume-cube-dual-pack-black
https://www.firehousetechnology.com/store/p42/Light_Cube_Spotlight_Headlight_Kit_for_DJI_Inspire_1_2_Matrice_100_200_%28Listing_for_1_Light%29.html
https://www.stratusleds.com/arm-led

2.2PC-1 Proof-of-Concept(Prototype)Evaluation
Over the course of approximatedix months during the 201¥8 academic year, experiments

were conducted to evaluate the LED |lighting s
flight modes, establish its limita terms of payload and wireless connection to the remote

controllerandé t er mi ne t he capabilities of the DJI #fACcC
conductedndoorson campus and underground @&®EM)M.Barri ckods

Additional experiments wreconducted at GSMuring spring and summer 20f8establish the

ability of the system to survive flights in inaccessible underground locations and to provide
adequately lit, georeferenced imagekithough indoor and underground airspace is not

regulated by the FAA and FAA Part 107 (drone pilot) certification was tealhnnot required,

several project participants (2 graduate students and 1 undergraduate) did acquire FAA Part 107
certification to allow flights oubf-doorswhen necessary

2.2.1Experiments to investigate lighting, payload, Guidance system, etc.

Initial tests of the flight capabilities of the DJI M100 and the proximity sensing capabilities of
the DJI Guidance were conducted at the Montana Tech campus. To simulate the underground
mining environment, indoor facilities that had kight conditions high magnetic interference,

and no GPS coverage were selected for test flights. Maintenance bays and racquetball courts,
being very tall but not relatively wide, make ideal analogs for stopes; other flights were
conducted in secured hallways and in the ggsium (Figire4).

Figured. Top: Testof the Guidance systedns a bi | i t y tina mdietenancetbaybddles Teat oflthe s
M1 0 0 éboardblighting and camera systems in a racquetball court. Battdral testof he M1I0® s per f or manc e
in thegymnasium(a GPSdenied environment)
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Among the early lessons learned during the dozens of initial flayhtsmpusvere the

importance of proper positioning BfAV components, of IMU and compass calibrations, and of
applying all firmware and softare updates in order. It was also learned that the performance of
iPad mobile devices was superior to that of smartphdmeesning to fly the M100 in a GRS
denied environment wasasonabltraightforward. The M100 can be flown in three different
flight modes: Pmode (positioning); Amode (attitude); and #node (function). Anode utilizes
both GPS (when available) and the Guidance system to allow the M100 to hover stably and
detect obstacles.-Aode is a fredlight mode that only accepts inputs from thikot, and it
disregards any ehoard instruments. fhode only uses ehoard instruments, such as the
Guidance. Of the modes testednBdeallowed the M100 to be more stable and fly without
drifting, proving it to be the best choice for use with the @ua# system (DJI, 20&6

The most critical challenge encountered during this research project was learning how to
configure and use the DiGuidance system properly. The role of ti&Suidanceé system is to

detect obstacles and prevent the UAV from fyimithin a specified distance of the obstacles.

The documentation provided for the Guidance system is sparse and trial and error are required to
achieve proper configuration. Individual sensors on the system are calibrated using a computer
monitor and théJl Guidance Assistant software (DJI, 2015). It was found that if the computer
monitor was too small dheresolutionwas too low the calibration would failWhen not

configured correctly, the Guidance system failed to detect obstacles, allowing the M100 to
contact the obstacles and potentially cr@gttording to the availabldocumentation, the

Guidance can be mounted above or below the main platform of268,Nut in tests conducted

for this project, it only functioned properly when positioned below. The suspected reason for this
is that when the Guidance sensors are positioned on top of the aircraft, the movement of the
propellers (which are also positiahabove the main platform) interferes with the operation of

the sensordAdditionally, two undocumented features of the Guidance were determined during
the experimentation: 1) The distance to obstacles was displayed in the DJI Go app as described
in the d@umentation only when advanced flight battery (TB48[1y used; when atandard

flight battery (TB47D)was used, the Guidance functioned as intended but did not interact with
the DJI Go app as describ@) Even though the imaging camera did not havecmribution

to the Guidanceystem, the Guidance onlyorked properly when the Zenmuse X3 camera was
attached to the M100 and did not work at all when the cameraavatached.

The M100 was required to have-board lighting to support the use of bthie digital camera

used for capturing imagery and the DJI Guidance proximity sensing system. It was necessary
that the orboard lighting provided sufficient illumination for photogrammetry, but not so much
that photos were overexposed. The lighting systksm had to provide at least 10 lux for the
Guidance visual positioning system (VPS) to detect obstacles undergk@iihtdghting

systems from Lume Cube, Fire House Technology, and StratuswEf@gestedinderground in
the 895102 drift at the Barricksolden Sunlight Mine with no other light sources present. Using
aDr. Meter LX1330Bight meter, the lux provided by each lighting system was measured at
varying distancefrom the face of an underground drift Leica laser distance measuring device
was sed to record the distance between the lights and the light meter positioned at the rock face.
The Lume Cubes and Fire House Technology lights were measured at the highest brightness
settings and two at a time to simulate use on the MA@Ghgle StratusLEDs light was tested

with and without itgparabolic reflector. The results of the lighting experiment are displayed in
Table2 and Figures.
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Table 2. Measured lux of each lighting system at

various distances underground usingDa Meter

Measured Lux of Lighting Systems Underground

. =@=2 Lume Cubes =@=2 Fire House Technology Lights

LX133OBllght meter‘ =&= Stratus LED w/ parabolic reflector -Stratus LED w/o parabolic reflector

Lighting System (number of lights) anc 50
Distance Measured Lu
at which Fire Stratus Stratus g ™
lux was | Lume | House | LEDs w/ | LEDs w/o g
measured Cubes| Tech. | reflector | reflector 3 =
[m (fH)] (2) (2) 1) (1) :
%m 10 1 105 16| 4500 550
%5 m@5 g 3 1250 75 S~
.:rl.t;\:-) m (50 4 0.1 300 17 DISTANCE (METERS)
30 m 1 0.1 75 4 Figure 5. Comparison of the values of lux
(100 ft) ' (lumens/m?) versus distance (m) for each lighting

system.
Each of the light systems was testedboard the M100 to determine if the illumination was
sufficient for capturing RGB (redyreen blue) imageryand for the Guidance VP8ayload
congraints limited the lighting to two directionarward (for the benefit of capturing RGB
imagery and downwardfor thedownwardpointing Guidanc&PS system senspit was found
that the Guidance would not function at less than 105 lux when 3 m @dy)from the rock
face. Thallumination allowed adequate imagery with the X3 camera

For frontward illumination, the Lume Cubes and Fire House Technology LEDs were found to
have both limited ranges and narrow beam widths when compared to a StratusghE®R&H

the parabolic riéector, as observable in Tablel8 the downward direction, the only systemaitt
could illuminate the ground surface sufficiently for the Guidance VPS to waskhe Stratus
LEDs lighting systenused with a parabolic reflectofhe parabolic reflector concentrates the
beam angle of the light at @egrees, versus 1-tiegrees without the reflectdhe smaller beam
angle allows the light to be projected over a greater distare&ting a higher luxVhen the
parabolic reflectowas removed, the M100 was able to use the Guidance VPS for positioning,
but was limited to a flight ceiling of 6.7 m (22 ft) before the aircraft became unstable. Weight
wasa limiting factor with all the lighting systems, atigk final design involved usya single 6S
3000mAh 25C LIPO battery (weight of 380mpviding10 minutes of lighting usinthetwo
Stratus LEDs lighteind one parabolic reflectorhis system provided) forward illumination of
550Iux at a distance of 3 m (10 ft) from the rock swd and 10%ux at a distance of
approximately 6.5 m (21 ftpllowing the forward VPS to operate at a distance of 6.5 m (21 ft)
from the rock face with plenty of illumination for the imagery, and b) adequate illumination for
the downwarepointing VPS to perate at a distance of 15 m (50 ft)

In order for the parabolic reflector to face downward from the arm of the UAV, longer legs were
necessaryslightly increasing the mass of the uhibnger legs can be purchased through DJI

with a Zenmuse X5 Gimbal Mating Kit but are not sold separately. As an alternative, custom
carbon fiber legs were designed and constructed using automobile oil drain plugs to create the
connectors to attach the legs to the UAV. The shock absorbing devices from the original DJI legs
were attached to the bottom of the new legs.



The system designed for this reseastiown in Figuré, consisted othe M100 platformwith a
payloadthatincluded the DJI Guidance system, advanced flight battery (TB4B®Jenmuse
X3 digital camera, two Stratus LEDs ARM ligh{tsne with a parabolic reflectgrand a LIPO
battery to power the lights. The M100 has a stated maximum takeoff mass @rage0(DJI,
2016&), but the UAV waoftenflown in excess of this (Tabl® for flight times of up to10
minutes. This was necessary due to the weight of the Stratus LEDs, thestedllighting
system able to provide sufficient illumination for photgdrg and the Guidance system.

Figure 6. The M100 underground at Table3. Masseof theequipment used in thtudy.
GSM with a standard payload of lights,

camera, and Guidance system. Instrument (quantity) Mass (g)

M100 1754
TB48D Battery (1) 677
Propellers (4) 72
Guidance 337
Zenmuse X3 Camera 221
Stratus LED ARM LEDs (2) 323
6S3000mAh 25CLIPO Battery 380

Total mass of the UAV syster 3764

Figure7. The M100 hovering within the 895

. o . 102 intersection at GSM. The UAV is
The fdlowing observations were made regardingd approximately 2.75 m (9 ft) above ground

the functioning of t hd level The blue lightindicates that the ystem:

TR - . downwardfacing Guidance sensor is
T When lighting is sufflc_:lent and th? Guidance functioning progerly and positioning the UA
system senses an object, a warning of the .
approximate distance from the object is &
transmitted to the U
The warnings display on top of the réiahe ;
imagery.Whenthe UAV senses apbstacle at §&
(or within) the minimum usedefined -
distance, the UAV stops and may even
slightly drift away from the obstacle in the |
opposite direction of detection. The UAV will §&
no longer allow the pilot to contrédrward or
backwardmovement in the direction of the
obstacle, until it is at the minimum distance
from the obstacleThis means that the pilot PR T
must back away at an angle. T

1 If the visual sensing system is not ablelé&bect an object due to darkness, it will drift toward
that direction to avoid other obstacles. Since lux decreases with an increase in distance
between the UAWMounted light source and lit objects in a completely dark area, less lux is
available for obstde avoidance. In an attempt to avoid issues with uncontrollable drifting
due to darkness, lights that greatly exceed the minimum lux requirements were chosen. As
long as the UAV can sense the ground surface, it remains stable when hovering.

Figure7 contans a photo of the M100 hovering with control underground. With the aid-of on
board lighting, the Guidance system is detecting the ground surface and using it as a reference
for remaining stationary in midir. Without illumination, the Guidance would ra#tect the

ground, and the M100 would drift if not controlled by the pilot.

S

AFC51&7 (Draft) Final Report (Montana Tech / MacLaughlin) 13/140



2.2.2Experiments to establishA V 6 s  giwvide adégyatgeoferencedndergroundmagery

After successfully assembling a UAV system with the lighting required for the DJI Guidance to
function properly, several sets @tperimentsvereconducted at GSM during spring and summer
2018 to establish the ability of the system to survive flights in inabtessiderground locations
and to provide adequately lit, georeferenced imagery.

In terms of photogrammetry, georeferencing refers to assigning coordinates to points in images
that have been surveyed on a specified coordinate system. By assigning theoadioas of

the points on a coordinate system, the imagery is scaled to the actaaldifcale and oriented
correctly in space. With a correcityiented lifesize scaled 3D model, measurements can be
taken on the 3D model and will represent theaamneasurement, as if it were taken in the field.

Typically, surveyed control point maniseor spray painted points (FiguBeleft) are used for

assigning coordinates to points for creating absolute underground 3D models. It is good practice
to spreadhe control points across different areas of the model. When control points are

distributed throughout the model, distortion is reduced, providing a truer representation of the
area being modele@preading control points across an area that cannot besaddss

challenging howeverand may not be possible. Indhproject, a paintball gun (Figu8e righ{)

was used to make paint marks on the rock faces that were within the area to be modeled and also
within line-of-sight (LOS) of the surveying equipment.

-'ﬂ;

Figure8. Left: Control points marked on the rib of the mine drift marked with spray paint (in red) and marked using
a paintball gun (in yellow)Right: Graduate student Elizabeth Russell using the paintball gun to mark control points
in areaghat are out of reach.

The first set obexperiments was conducted between January and March, 2018, with the ultimate

goal of capturing imagery within an inaccessible stope. The imagery would be used to construct

3D models and allow geologic structures ¢éorbapped, as described in Sectioiién

underground flights were condu@SMeHighet Barri ck?©6
conducted underground @SM followed these steps:

1 A heading inspection was completed, anpldint safety cards were reviewed. Sugl
bars were used to remove any hazardous loose material around the draw point. Loose
rocks on the sill were removed to create a level landing area.

1 A paintball marker was used to establish ground control points in theastdmeound
the draw point (Figre8, righ)). After usingtwo survey control points to resection a total
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station, the coordinates of the
paintball marks were captured using
reflectorless measuremenEgure 9
shows a total station set up at the
entrancdo a stope; it had to be
positionedwithin line-of-sight of the
survey control points and paintball
marks within the stopdt was
helpful to have one person illuminat
the paintball marksvith a powerful
flashlight while another person
measured them using the total

station.
1 The doneand lights were assembled
and tested before flight Figure 9.Total station set up at the entrance to a stope.

Important essons learned through experience included 1) allowing the equitorezntilibrate

with ambient temperature before flyings conderation can develop on the camera lenses
surveying equipmengnd other gear due temperature contrasésdbr high humidity,and?2)
conducting short flights in accessible areas to ensure that everything is working properly before
flying in inaccessible r@as.

Initial flights in driftsand intersectiontested the abilities of the Guidance and various lighting
systems, as well as the ability of the captured imagery to be used for generating models. Prior to
capturing data in an inaccessible undergroungestonagery was captured while flying the UAV

in and out ofine-of-sight LOS). These flights were performed to confirm that the DJI Guidance
system was functioning properly and to delineate the range of safe operations for collecting
structural data on dAV -based platform in the underground environment. Additionally, a
handheld UAV imaging experiment was conducted in a drift at GSM to determine the preferred
frame rate of image capture, file format in which the imagery is captured, and resolutionhat whic
the imagery is captured. It was concluded that for the underground imaging and in order to
accomplish the project goals, a frame rate of 60 frgmeesecond (fps), and a 1920 x 1080
resolution were appropriate. When flying out of LOS around the cofraar intersection of
connecting driftsthe UAV reached distancecA bout 38 m (125 f twithh out
no observeccommunication errors between the UAV and the remote controller or thieéde
imagery.The 38 mdistancewvas controlled byhe space constrainfthe end of the drift in which

the UAV was flowr) and not necessarily the maximum distance that could have been reached
before the remote controller lost signal to the UAV.

After a number of successful flights had been logged undendrand the preferred imaging

format was determined, -I®h20 UANI fwlasatfi | @6SYM. | hh e
flown out of LOS in this particular drift. The main goal of this flight was to capture overlapping
imagery in an environment similar toetiplanned stope flight. The imagery was captured

successfully, but there was one incident in which the behavior of the UAV did not correspond

with the remote controller commands being given. The UAV was being drawn closer toward the

rib, and it would notespond to attempts to direct it away from the rib for 15 seconds or so. The
problem was not diagnosed, and was dismissed once the UAV responded to the remote controller
again.
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The overlapping imagery was used to create a model of th&@8rift to verily that

underground UAV imagerganbe used to create an adequate model that can be malepeaits

are provided in Section Dther reasons for demonstrating the ability to successfully fly and

collect data in drifts are a) the ability to inspect a dfiitraa blast where the ground is

unsupported can be advantageous, and b) progressive models can be made with each new blasted
portion of the advancing drift, serving as a record of the blasts and a tool to allow mapping of the
geological and geotechnicadtures of the face.

After multipleflights indicated that payload and lighting systems were sufficient, the capabilities
of the M100were testedh a stope. ThGNEVO stope was selected becauseasavailable

between blast and muck cycléad three ‘
draw points to choose from, and con&in
muck piles angled toward the draw points
that could potentially allow for recovery of <.
theUAV if it crashed. The stope was 6 m
(20 ft.) wide, 50 m (150 ft.) tall, and 120 r
(400 ft.) longwith its long axis oriented
primarily east/westrigure10 showsthe Figure10. Side view of the NEV stope, including the

geometry of the stope as captured by access drift and the three draw point locations that caf
multiple overlapping stationary LIDAR scar| used for access to the stope (B. Dale, GSM, modified)

The UAV was configured to collecideo imagery in the stope in 1920 x 1080 resolution at 60
fps. The intended flight path waseater the stope through drgwint 1, cover the lower portion

of the stope in an elliptical motion, and then to move up vertically to capture overlapping data
with the same elliptical pattern. The initial portion of this spiral flight path worked well, but once
the UAV was out of LOS, ibecane difficult to keep track ofts positionand orientation

Significant amounts of water dripping from above, along with a large amount of dust in one
portion of the stopegontributed the difficultieswhen the UAV flew east beyond LOS of the
remote contriber, contact with the aircraft and flight control was lost, confirming that flying
outside LOS with the M100 was not an option with the current equipment. Fortunately, the pilot
was able tanove toa better vantage point at the draw point afiter approxmately30 seconds

the UAV was located by using the downward facing light as a visual refefdme@ilot

regaired controlandcontinued to operate the UAV, occasionally moving the camera to capture
more imagery while hoveringd.he M100 was then flown alve the draw point, where its

propellers displaced a large amount of dust. The dust blinded the fefiagard VPS on the
Guidance, which resulted in the UAV flying towards the Tibe UAV failed to respond to the

pil otdéds commands hewmckdaceandicimpactet thearaclaaycrasledo m t
Fortunately, he M100 was recovered and repaired after the cEastugh imagery was captured

to the east, west, and above the first draw goibuild an incomplete model of teestern

portion of theNEV stope described in Section 2

Thefirst stope flightestablished the limitation of flying within LOS of the remote controller.
Additional lessons learnedcluded: 1)the need foredundanground control points the event
that some of them are namured in the imagery, #edifficulty in maintainng the position

and orientation of the UAV while flying in a spiral pa8)the difficulty inconcentrating on
capturing quality imagery while exploring and navigating, 4nithe need foa system tgrotect
and recover the UAV in the event of a crasiimediately implementable mitigations included
adjusting thdlight paths and acquiringa second remote control unit to allow a second operator
to control the camerandcollect imagery while the pilotavigates.
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Adding electrical engineering undergradustiedentCharlie Linney to the teamlowed

additional strides to be made. In addition to his technical background in electrical engineering
and controls, Charlie is an avid and experienced drone pilotesigrddand construetd a

custom drone using ethe-shelf componentsompatible wih DJI controllersto ease payload
constraintsAppendix A containg @ablelisting thecomponents and costhis UAV, shown in

Figure 11, is considered a quadcopter but has 8 motors and sets of propellers. Its payload
capacity is bige for its size: it cahft 22 Ib in addition to its owrweight To date, its use

underground has been limited becauseBiaek Widow UAV framewas larger than anticipated

(2.2 m) so it does not fit into tight spaces, the relatively large cost of the propekendy$900

per set) makes crashing it expensive, and it does not have-almaillision avoidance system.
Electrical engineering graduate student Tyler Holliday has Wweeking on developing a

collision avoidanceystem under the direction of electrical engrimeeprofessor Bryce Hill

They have a working prototype that uses visual cameras and are very close to a system that also
integrates ultrasonic sensors to provide a supplemental means of detecting and avoiding objects.

Figure 11. Left: Graduate studemsearcher Rachel Becker stands next to the DJI M100, while electrical
engineering student Charles Linney stands by the custom drone he built for the project. IRigghvi@ow UAV.
in flight underground at GSM

The most significant resources ti@tarlie Linney brought to the team are his piloting skills.
One of the basic things learned during this project is filaalmost every platform evaluated,
having a skilled pilot is absolutely critical. With Charlie on board as a pilaitjple successil
underground flights were conducted at the Barrick Golden SumMgtg (GSM) between June
and SeptembgeR018. Video data were collected in mine drifts, stoped, raisesising various
UAV platforms and piloting methods, described in detail elsewimettds report. The majority
of theseflights used the M100 platform witbn-board lighting systems for illuminatipand
weremanually pilotedCharlie Linney has since graduated and was hired by Unmanned Aerial
Systems, a Canadian company specializingAV -based underground inspections, one of the
subcontractors who participated in the underground trials afyftems wittenhanced
navigation described in ttgection1B.

Due to thespace constrainessociated with UAV operation in an underground environment, no
specific flight protocols (speed, elevation, flight path, etc.) were followed, and video data

collection methods varied significantly depending on the flight location, UAV platform, and pilot
preference. However, the invaluable experience gained durinmtieeground flightsesulted in

the devel opment of fAbest practicesdé recommend
collection undergroundisNicholas Rey of Flyabilitcontributed tocompiled, and summarized

these findingsthey are discussed in the Flyability portion of Section 1B.
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3.0PROJECT COMPONENT #1B: Systems for Enhanced Navigation

Due to the difficulties of manually piloting a UAV underground and beyond visuabfiseght,

there is a need for UAVs with enhanced obstacle detection and avoidance capabilities. Some of
the systems being developed utilize LiDA&Rabled simultaneous localization and mapping
(SLAM) to navigate through confined, unknown environments. SLAM useBAR.iscanner to
create a point cloud of the surrounding environment while also locating the position of the UAV
within the point cloud. As the UAV travels through an area, the point cloud is updated and
obstacles can often be detected on the fly.

Because ofhe high cost of SLAMenabled UAV systems, a set of trials was designed for this
investigation to test and compare different systems in an underground mine to determine the
current state of technology. The purpose of the trials was also to collect pimotogpric data
within inaccessible areas by utilizing a UAV platform that could safely navigate through the
environment and return with useable data.

3.1PC-1B Proof-of-Concept(Prototype)Technology Components

Four teams accepted the invitatiorptticipate in the system demonstrations, designed to
evaluate the performance of the UAV systems in inaccessible, underground environments:
Emesent, Near Earth Autonomy, Inkonova, and Flyability.

3.1.1Emesent

The team that formed Emesent originally watketh the CSIRO (Commonwealth Scientific
and Industrial Research Organization) Data61 program of Australia to create and enhance
autonomous robotic systems. They formed Emesent to continue with the development and
commercialization of the Hovermap platfora UAV with SLAM enabled obstacle sensing and
avoidance capabilities designed to fly in inaccessible environments.

The Hovermap system includes antmard, rotating Velodyne Puck Lite (VLES) LIiDAR

scanner that identifies when the UAV approaatiestacles without the need for additional

lighting or cameras. The Hovermap payload is mounted on a DJI Wind 2 platform. The system
can carry a payload of approximatelp@unds, allowing for the addition of LED lights and
cameras for obtaining photogramimyeimagery. The Hovermap platform utiliz86AM for

obstacle detection and avoidance using theaard LIiDAR scanner.

Emesent demonstrated two versions of the
Hovermapplatform- the Standardpayload
and theMining payload(Figure12). On the £
Standardpayload, the Velodyne Puck Lite .
LiDAR scanner (VLP16) is mounted

beneath the center of the UAV, near the =
center of gravity. The VL6 has a range ofiisi
330 feet, and dhat distance has an accuragits
of +/- 1.2 inchesOn theMining payload, the
scanner is still mounted beneath the UAV
but it is oriented toward the front of the A
UAV rather than beneath the center. The &
orientation of theMining payload allows the — _

, . : . Figure 12E me s e nt 0 s Minhing Paylpanch deft)
scanner tmbtain a wider field of view and andStandardPayload (right)

2 b
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detect the environment above the UASbmpared to other systems, both payloads are unique in
that the Velodyne is mounted to a detachable gimbal that rotates the LIDAR around a fixed axis.
In combination with the rotationf ¢he LIDAR within the Puck Lite housing, the rotating gimbal
allows for Hovermap to capture data in all directions. Traditional fixed mounting of the

Velodyne Puck Lite, as other teams utilized, only allows the LIiDAR to capture 360° horizontal
by 15° verical fields of view (Velodyne, 2018).

The Hovermap is capable of flying using vario
Avoidanceo allows the pilot to manually fly t
activated. In this mode, the pilstreceiving live updates of how far the UAV is from an obstacle

in all directions. The pilot can define an obstacle detection radius that actively prevents the UAV
from colliding with any obstacles. The Hoverm
Modeo, in which the pilot defines waypoints b;
autonomously generates a flight path between points. There are two options within this mode
APosemapoto-Bng” ATAp the APosemapo impldudi®sn, a pr
used to plan the flight waypoints before the UAV takes off. This point cloud could be one that

was collected on a previously flown assisted flight or from a stationary LIDAR scanner. In the

A T aogpFly" option, the waypoints are defined whitee UAV is in flight based on the point

cloud that is actively being generated. The point cloud is updated as the UAV progresses through

the environment and is transmitted to the operator. Lastly, the team is working on developing a

AFr ee EXxpl qwhi&h wooldalloM the BAY to explore an environment fully

autonomously without a previous point cloud and without defined waypoints.

3.1.2Near Earth Autonomy

Near Earth Autonomy, bas&uPittsburgh, Pennsylvania, is focused on expanding the
capabilities of autonomous flight of unmanned vehicles. Without specifically focusing on
underground mining environments, Near Earth Autonomy has developed systems equipped for
exploring caves, inspang tunnels, mapping in GP&nied environments, and more. They also
have multiple contracts with the US militar
for developing autonomous aircraft.

The platform demonstrated by Near Earth &=
Autonomy(Figure13)includes an oroard, &
stationary Velodyne Pud.ite (VLP-16)
LiDAR scanner mounted on the top of a D jie
Matrice 100 with propeller guards. Becaus @S
the LIDAR scanner is mounted to be ;
stationary, the system builds a 2D map of
the environment and is not equipped for

vertical exploration. Figure 13NearEar t h Aut onomy.6s UAV pl a;

The platform is capable of two different flight modes including Piloted modaheq@e) and
Autonomous mode @mode). In Pmode, the pilot has full control of the UAV without the

assistance of the obstacle detection and avo@aystem. This mode is dominantly used for

takeoff and landing. In Fmode, the UAV explores an environment freely without a previously
collected map and determines where to travel based on the location of holes in the map. Once an
area is fully explorednd there are no more holes, it will explore other areas that still need to be
filled in.
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3.1.3Inkonova

Inkonova was founded in 2015 in Stockholm, Swedebuild racing dronesThe company is
now focused on developing UAV technology for underground mining environments.

|l nkonovaos ifcludeghe Ramde(FigubeW4stop), a
commercially available and custeuilt UAV designed for
underground flights. The Ranger has thgacity to carry custom
payloads such as a LIDAR scanner or camera. of¥fieght
sensors are located on tioeirr sidesand top of the UAV to aid in
obstacle detection and avoidance. There are forfeaidg,
onboard LEDs that are sufficient for capturing imagery. FPV
cameras are mounted to face forward, above, and below the
for the pilot to use in the case of flyingtiwFPV goggles. The
Ranger is designed to be flown manually by the pilot and does
not have autonomous flight capabilitidgie Batonomous unit
(Figure 14, bottomis a custorvbuilt, semiautonomous UAV T
with a stationary Velodyne Puck Lite (VLE6) LIDAR scanner = -
mounted on top. Similar to the Ranger, the Batonomous has t % ==& S
of-flight sensors located aal four sidesandthetop of the UAV  pii et 8 *

with forwardfacing LEDs that are $ficient for capturing imagerwigufél 4: I nKBVsovaos

Both the Tilt Ranger ahthe Batonomous have a manual flight mode where the pilot is entirely

in control of the UAV without the assistance of obstacle detection and avoidance. Both units can
also be flown manually by the pilot with the obstacle detection and avoidance syshdedena

The semiautonomous capabilities of the Batonomous are displayed in Waypoint Navigation
Mode, where the pilot uses a laptop to place waypoints based on the point cloud being generated
by the LIDAR scanner on the UAV. The UAV builds a path based edd#fined waypoints and

the geometry of the region captured on the point cloud.

3.1.4Flyability
Flyability, founded in Switzerland in 2014, develops inspeetinanted UAVs designed to
safely operate in confined spaces and around peepley abi | i t y 0 s hepHlias(figar y pr o

15), is a commercialjavailable UAV that is contained entirely within a spherical, carbon fiber
cage. The drone and camera are mounted on a gimbal andarepdied from the cage. These
components work in conjunction to help minimize the impact of a caillisiothe flight pattern

and imagery of the UAV. The Elios is operated entirely manually by the pilot, but the durability
and robustness of the platform allow for a {egperienced pilot to successfully fly the UAV
without damageAlthough there is no LiDR system integrated for
obstacle avoidance, there are two cameras mountedand
including a 1080 HD camera and a radiometric FLIR thermal
camera. The live video feed is transmitted back to the pilot for e¢ )
beyond visible lineof-sight BVLOS) flight and is also recorded on &
an onboard SD memory card@he system contairedjustable LED 4
lights that face forwardjpward, and downward, and allothe
pilot to adjust the lightingnd camera parametears the fly to
achieve the appropriate exposureha imagery based on the
distance of the UAV away from the rock face.

Figure 15F 1 yabi | it
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3.2PC-1B Proof-of-Concept(Prototype)Evaluation

Four teamsaccepted the invitatioto participate in @emonstration othe abilities of their UAVs

in inaccessible, underground environments. Ea
nearWhitehall, Montanato test the capabilities of their systems in underground drifts, long hole
stopes, and in some cases, ventilataises. Teams were briefed on the flight conditions that

could be expected underground beforehand and were given the prerogative to opt out of any

trials deemed too risky for their technologi€bere were several types of flights that each group

was dallenged to accomplish. The UAV trials were designed to start with the lowest risk and
simplest scenarios and work up to the more risky and complex challenges. Theduaksd

1 Flights in the surface wash bay as a stope simulation

1 Underground drift ights to test repeatability and precision

f Underground drift flight with obstacles for change detection analysis
1 Underground drift flight out of lin@f-sight

1 Underground stope flights withisnd out ofline-of-sight

The initial flights took place in the gk bay, a large surface facility used for washing heavy
equipmen{Figurel6, top left), providinga GPSdenied environment where the UAV could be
recovered easily in the case of a cra§ith the garage door lowered to a height that simulated a
drawpoint, the UAVs could fly from outside the bay, through the opening made by the door, and
into the bay. This trial simulated the flight pattern that would be used to fly into a stope
underground.

Once underground, the team would complete multiple fligbtsgethe sameectionof a drift
(Figure16, top righd, within line-of-sight (LOS) The duplicate flights were completed to
demonstrate the repeatability of the flight and to allow for a comparison of the precision of the
collected data, including visumhagery, thermal imagery, and LiDAR point clou@bstacles

such as rocks, scaling bars, and cones were then placed throughout the drift. These flights were
performed for comparison to the original flights and for using the resulting point clouds for
change-detection analyse3he teams werthentasked with flying the UAV beyond visual line
of-sight (BVLOS) testingthe ability of the UAV to detect and avoid obstacles as well as the

ease of use of the system for the pilot when the UAV could not be seen.

If the team was satisfied with the performance of their systems, the next challenge was to fly the
UAV in a stopgFigurel6, bottomleft). These trials were significantly riskier because if the

UAV crashed inside of the stope, there was a chance it woulztenetrievable. The first flights

within the stopes were kept withif©S. Not all teams chose to demonstrate their UAV in a

stope Finally, the teams were tasked with flying the UAV within a stopeBMIdOS. Once

again, this tested the obstacle detectiod avoidance capabilities of the UAV and provided an
opportunity to evaluate the quality of data that was returned from the flight. The ultimate goal of
these trials is for the UAV to be flown with ease in underground environments such as stopes, so
thesuccessful completion of this step was a strong indicator of the technology redtimess.

team successfully completed all the previous trials, they had the option of attempting additional
flights in other challenging areas of the mine including in aikaioin raise.

Survey control of the LIDAR and photogrammetry point clopdsluced using data from these
flights was achieved by two methods:-oegistration with existing georeferenced point clouds or
georeferencinground control points (GCPs) in the fooh6d d i afoam ba#sf{Figurel6,
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bottom righ) covered in 3M retro reflective tape that are surveyed in using a total station. Co
registration can be completed in commercial point cloud software such as M&itelStudio

or 3DRecapture, or in freeware such as CloudComp#oeden dowels were used to place the
reflective survey balladjacent to th&) A V dlight path insurvey collarsn theribs that had

been made for standard mine survey reflectors or thet ereated specifically for this project
using a hammer drill. Theositionsweresurveyed using a total statigoroviding the

coordinates of these pointBhe reflective balls appear in the survey data as points that reflect
100% of the .Li DARGsSs beams

Figure 16.Top left: Surface wash
bayflight. Top right: drift flight.

Bottom left: stope flight. Bottom
right: reflective ball.
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3.2.1Emesenbemonstration

The Emesent demonstration took place frorl@&July 2018. The trial participantsluded

Matt McKinnon, Stefan Hrabar, Farid Kendou, and Glenn Wagner along with Barrick and
Montana Tech representatives Gerald Rosas, Mary MacLaughlin, Ryan Turner, and Rachel
Becker. Observers during the trials included Beverly Hartline, Fred Hatdenajfer Fowler,
Sam Kraha, Jeremy Crowley, Jesse Bunker, and Charlie LiAdejtional data were collected
usingEmesent 6 s Hov er-ti&eptempben2018.ad on 10

The first flights occurred on the lawn above ground to test the equipment after shipneent.
obstacle detection and collision avoidance system was initially demonstrated by flying around a
large tree. Theurfacewash bay flightgFigure 13 werealsocompleted successfully.

Figure 17 Top: Flying through the wash bay doors with the Emesent Standard payload to simulate erserpeg

from a draw point. Bottom leftive view of the point cloud generated by the Hovermap system during a flight in the
wash bg. Bottom right:looking into the vash bay while the Emesent Standard conducts its mission to explore the
space.
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